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Unity Physic
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(@ PRAERT AR L

» Unityp 2 ende 3051 & 7 @ fALR ~ F R0
CARFm AR F bR
CERNAEE VT AESBIED
+ Collider (#i4i %8)
CHERMTEAREER AL s Ak mEH TR T
< ¥ * ehp = A5(Box) ~ 335(Sphere) ~ % £ 7| (Capsule)
# 5 (Terrain)si & 4%
* Rigidbody (4 1#)
sz g & 4 Rigidbody(s 4 i RS EF R, T
PES &S ES CNE
- Physic Material (4 =44 )
C B A BEEGE £
™y

g

G SEES SRS

RS
+ GameObject obj = GameObject. Find( “ObjectName");

+ Camera cml = GameObject.Find( “Main
Camera” ). GetComponent<Camera>();

« @34 2 + acomponent4rRigidbody
+ Rigidbody rd =

GameObject. Find("Cube2" ). GetComponent<Rigidbody>();

v WTUST GSIE Laboraiony

g

(@ FRINF-HE- BHWnE

* Rigidbody
« rigidbody.velocity = new Vector3(0,0,1.0f);
« rigidbody.AddForce(new Vector3(0,0,1.0f));
¢ Transform

« transform.Translate(Vector3.forward * Time.deltaTime,
Space.World);

« transform.position +=Vector3.forward * Time.de|taTime;

FI_E—RERHY

BffizE

-y

G AR A5

o (B fesogoaad ko)
go.transform.rotation = Quaternion.Euler(0, r, 0);
go.transform.localRotation = Quaternion.Euler(0, r, 0);

R (1395 o Rk L )

go.transform.Rotate( new Vector3(0, r, 0) );

o ZEAT

go.transform.localScale = new Vector3(1,2,3);

U RUSTGEE oborsion

G B

o #E7—{EPlane

* JiEA{Ecube - fin_Erigidbody > i fs FAAR [FIFY 5 A%
[l =Lacyapyil
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U $ 12 31 ¥ -Rigidbody

s Gravity : 2 X £4 PR AL TR TLE
Project Setting- >Phys1c" rﬂGra\nty)
+ Force : ¢+ 4
* Drag : fe4
s Friction : A#4 (4 CollldermMaterlal,Jt T e
¥z Qenable Gravity » 4 € 3 »c% )
Veloc1ty HY S EE S D)
0 Noaninematic vs Kinematic
* Non-Kinematic : AddForce() and AddTorque()
+ Kinematic R1g1dbod1es DA d F S S pg (R
¥ e slisTrigger¥ ) B4 - ri%l*i B
£ ‘IDOSItIOH’ ¥ B B af’}f" FiAg B H a‘"iﬁﬂ* 5
GEVETENS Sl

— " - .
u' -~
WTUST ESIE Labaraton

G X

« MUK e Beube i AR 0 4~ — if cubety (A
B R € T 2 )

« ¥R scd Cubesigravity » isKinematic (4%
translate/transform# # thcube+r + isKinematic)
BLERF Rk > B T? TiES 9

o~ =
u ~
NS CaiE Liberinny

' e

(@ @318 Collider

- Static collider : ¥ 7 collider, RI# i 7 &, #%|
AR, BAE A ERD

+ Rigidbody Collider: R pF¥7 rigidbody and collider,
FARRER, §XPEIIGF (£4, 4 ) BE A4
kA

+ Kinematic Rigidbody Collider :# % rigidbody #2
collider, rigidbody® enable isKinematic. i AT
%f&’\’Static colliderzé;T 0, 4% F 2T ARE

U T 2R IPU* 4 # f§‘ 3k 2=

1sK1nemat1c

+ unity3diE ik : Colliders that move should always
be Kinematic Rigidbodies.

— " - .
u' -
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e

(@ $3m31#Collision

. LR a2
L] il}*"iﬁ'&\-"*‘f;"“y #i 4 48 (Collider) RJ
Efeffonpriz o § 2 R ARK T
PR S
+ 47 rigidbody (no kinematic)p| § 4 #,
TP LER TR 2B
« void OnCollisionEnter(Collision collision)
+ void OnCollisionStay(Collision collision)

- void OnCollisionExit(Collision collision) /,:
s B4 R AR R 45— Bphysic i
Material » ¥ r2j % F SE& {2 BHE4 | % [

¥ > 7 & frperigidbodyshgravi ty s £
- R crlpfi ¥ p AP L rigidbody

o~ =
u ~
NTUST CaiE Liberinny

C i¢ * Layer

+ % #GameObject %4 “r fhrlayer » 73 4 Default

« 2% %> % flnspectorit ¥ ¥ ilayer

+ 4o » ffLayer<h= # i Add Layer---2 15 ¢ IR
TagManager

- Layer ™ #3 % &

Layer Pulleten
Layer Mask ID
8

u' i

C 3% %3 ApALd erlayer

c FiRRE eEK % 2 5 # T Edit->Project Setting-
>Physics » #Inspectorit @ p € 41347 H]
« tlayer Collision Matrix® ¥ p d % % layerz

B epide B (ALF 6 AidE) i

Pipe#t  Pulletefy iz iz
474 423 Blayersh
A e %

~ .
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(s $ 72318~ Collision

£ & B Is Trigger :
C T AP IL S Bk LR ek o o TEF 4 i
+ &3l Trigger® # > & Jeiiin & ch § rigidbody
cR R AT PR fBEP S AT
L OHETR
+ Enable isTriggerR|jc e &% £ &
OnCollisionEnter > @ &_

void OnTriggerEnter(Collider other)
void OnTriggerStay(Collider other)
void OnTriggerExit(Collider other)

u WTUST GSIE Laboraiony

o

(@ #2318 - Collision

+ Collider &5k 43
+ Box Collider - = H.pifgity
« Sphere Collider - Zkkzid 4y
« Capsule Collider - % ikzidt8
* Mesh Collider - # * model ¥ it 4 gi-d% 4% -
Mesh Collider # it 3 fpsidi
+ Wheel Collider - R4 ferids

(@ al

< PURIR)ESRY A AAH, F = s cubedh (A B 4
W GET )

« % - i : Collider (isTrigger)

% = if : Collider

« % =i : Collider + Rigidbody

o ¥ 2R3 s b cubesgravity 0 isKinematic o B%Z
FREA Bk o R FI7F B D

« i} sxw Bscript © $84#%4z0nCollisionEnteri?
OnTriggerEnter® # » f4@ G & d)Fidg cde i+ Smame

- isTriggeri¥isKinematic® § & v 4331 &2k »
51y —FH ¢ 1= 3]0nCol lisionEnterit &

u WTUST GSIE Laboraiony

(@ Question

Rl A
* Rigidbody (Gravity, AddForce, Velocity, IsKinematic),
+ Collider(Friction, isTrigger)

. R
- Rigidbody (Gravity, AddForce, Velocity, IsKinematic),
+ Collider(Friction, isTrigger)

DR S ety Y
» Rigidbody (Gravity, AddForce, Velocity, IsKinematic),
« Collider(Friction, isTrigger)

© AR AR DA B kK
» Rigidbody (Gravity, AddForce, Velocity, IsKinematic),
« Collider(Friction, isTrigger)

_—
Y

(@ ¥ 231 % -Raycast

g f A B aE R S B, ARSI

5 (frame rate) #7014 i 32| o

i@ SR S e R

A2 - BRI L F R Rk (ke

B S R R) MO MR FARTISH

4% 4 Pl @ w4 hT R (Raycasthit)

A- 0 KW s B ok R L E AT, & o
FRET §F Ll

v

u T e Labw

o~

(@ RaycastiT e~ 1

RaycastHit hitinfo = new RaycastHit();
Vector3 dir = new Vector3(-1,0,0);

if(Physics.Raycast (this.transform.position, dir, out hitinfo, 1))

1
if (hitInfo.collider.gameObject.name == "CubeA")
{
print(“shoot");
- 1

u NTUST CSIE Labaratory
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G Raycast #73 $~ %

Vector3 dir = new Vector3(-1,0,0);

RaycastHit[] hitInfos =
Physics.RaycastAll(this.transform.position, dir);

foreach (RaycastHit hitInfo in hitinfos)
{

print(hitinfo.collider.gameObject.name);

G 54 24t Tag

s Tagrg 8% kavul{or fgd 2 e 2 2 -

+ hRaycastpa * kw2

+ % % Tageh™ % & Inspectorih & » eiTag® ¥ Add
Tag---2 ¢ € d13R.TagManager » 4= Tagsz {& #eit 4¢
» 37e0Tag

G #-4+ % #5 (Tag) #Raycast #'%

Vector3 dir = new Vector3(-1,0,0);

RaycastHit[] hitInfos =
Physics.RaycastAll(this.transform.position, dir);

foreach (RaycastHit hitInfo in hitInfos)
{

if (hitInfo.collider.gameObject.tag != ""Boom"")
print(hitinfo.collider.gameObject.name);

G ¥ 751 & Raycast

A3 = ¢ fiCamerashd B kR F RIS A, ¥, AT
d i B £ 4 85 chGameOb ject
o

Vector3d pos = Input.mousePosition;

Ray mouseRay = Camera.main. ScreenPointToRay(pos);
if (Input.GetMouseButton(0))

{

if (Physics. Raycast(mouseRay) )

G E g

- i * RayCasteptss > adspvd o @ > T R4
B I - BEERG E ff HEE TS &i\ufrufi" He
A

G PREAEET PR T

SRR B R T A A
CEE-BAASF L SBE EE D
[Component ]—[Physics]—[Rigidbody ]
CBRE DR T R RS IR G L R
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¢ TR T AL P g
« E # i H o[ Assets]—[ Import Package]—[Physic
Materials]
I 2 fsFImport @ MAE R AL H FE 2%

i b
o esdaPhpa o4 srainte

e )

%?4

» 2t:% [Component ]38 P # [Material]®
il ?’l%'—’fiﬁl%)‘ m*?;(wa‘iﬁ”ﬁf
c R fEE [ WV GRS R AL R P afock

NTUST CSIE Lab:

G FEALRT AR

RIS f R g

FORHCER R R I S T R 4G

- 2% Hierarchy ® ﬁ'ﬂ[CreateJ [Cloth]
CHAKEEZ A RT B FRIFELREL
[E3 JeA

|

G FComputer Graphics

G FEAEET AR

« B indoG it ‘p“? L+_ [Cloth Renderer} ¢ i[Materials]sf

CEEATERY aT#mwﬁmmm@»ﬁh
d

« ¥ d %= 2 3D g (MAYA ~ 3DMAX) 2 2 e % %2 i T
& » £ #[Interactive Cloth]sg P e1[Mesh]& 5 % » 2 &
& i3] N

G JCOMPUTEr Gri s i

G PEAGRT BT

L
CTFHTHALE S BHE
C FTH{ B B EGES EH Dy (L F Rl

D e
C NTUST GSIE Laser

g F BR T

c; $IE AR

cEHF 5 o #[Interactive Cloth]sg p ¥ z
[Attached Colliders]#Sizek & 2

« 4w [Element 0]% [Element 1]*# #[Collider]z

L SR AR e

C2ERT EITT RIS A IR

G FComputer Graphrcs
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G FEAEGH

P MR AF ELF R - o R

+ 12Hinge Joint i i) @ BERE
CRTH - B RS RETE R
CELERET O BREEE Y

+ 2Hinge Joint3# B ¢ % % Ancher (0,0, 0)4 i ¢ w

B> Axis

PRAERF AR

5 BEME Y S o E e

[Component ]—[Physics]— B¢ B
[Hinge Joint] T #Axis®
5(0,0,1)
C FREAGRY HR T \ “ Import model & texture

- GMEREIE S ATH - B © 0 3RS Rigidbody i
CRT ) BT SR TR T F D
RIS T Y

G JComputer Graphics.,

* Model

+ Unity % #.FBX, .dae, .3DS, .dxf f= .obj%*

Model #% 3¢

« 4t > Model > 72 : E $&#modelthitAssetsiL & P

« Texture

C BTy B RS
o e e % l)odel 4B e

.2 JCOMpUTLer Graphics

NTUST CSIE Labaratary

G Import setting

» Texture Type

« Texture, Normal map, GUI, Cursor, Reflection, Cookie,
Lightmap, Advanced o

&~

Project setting
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™ 9 P .
@ Input setting @ % $ifunction
+ Input Manager * ¥ 12 % &*7} input axes{rispt - AwakeO{} : 47 i gl 2 4o et s
# 1T +Start() {} : =irUpdatefd 74 > #rF 4+ it 4~
s — _ . e A
« B3 ¢ Edit->Project Setting—>Input - Update() {} : % i frameq 7pes e
v . FigdUpdate() {} : ®hframerate™ v e gt
w¥

SOnGUIO) {} @ #GUIE & (37 i B A 445 2
frd o L ATpEes e

» OnMouseDown(O) {} : # iff B4% T pret e

« OnTriggerEnterO{} : ¥ } Triggerd i K|y

=32l
s B ek
http://unity3d. com/support/documentation/Sc
"\ ) "‘ v riptReference/MonoBehaviour. html
P S
f R } E R A it itz 5\
s GRS (@ ¥ AP S
» Screen: IS RBEENE « Input
ScreenW = Screen.width; « Input. GetAxis("Vertical");
Sereent} = Sereeniiclelly presgg(gwesges_éir?gdA lwffll lé?\%euisw?li angegreigs?génﬁ
« Application : H{5:E FHZ = ATrun-time &k} will give us 1
Application.LoadLevel ("Levell"); « if(Input. GetButtonUp("Firel")){ }
o Time : FEUnityth B S S & R class. - Instantiate();
Time.deltaTime - Gameobject abc = Instantiate (prefab);
+ GUI: GUUERIFAEEE M - B S i/ mE R : Cafﬂcera . ) _ .
void OnGUI(){ + Camera objCamear = Camera.main. transform;
if (GUI.Button( new Rect(100, 100, 200, 200),”Play™)){ + Print(O); debug}nj&vgm i ‘ I
GUIHintHandle.iCountLoadingAnimation = 0; « Destory(gameObject, t); t fifsdlg- Bz o
3} gameObject
"‘ ¥ "“ |

C Prefab C Prefab

« Prefab B pliE- BPrefabf 2 R g RV RF L L4518 * on
CTEART P AN FY GRS GameObjecti& » Project View® » > 2 {53%
« wH-F ¢ AT4 - BPrefabdr i pE o Ap g Al - GameObjectsn &3 § %5 4 -

i #77% M (instance) » #77 Prefabeid 494 & 3] &
4 rPrefabd~ it

c BAESNH 7Y 1B scPrefabdr i £ et i * Al
Prefabg|i& e &8

f ¥ .
u' i U il
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@ a
o % :#Tank (Cube) - % 5F- B+ 38
» 2z iEplane - cubeit » 3§
o dvr - BT A (M)
o R 4e » ehzRaE = prefab
« A 2 31 GUI Buttons (right, left, front, back)
#7iE - script e Tank b 3 I T 3 i
s il e d (ZEHH)
o Hbf- BIES T LA AR

u WTUST GSIE Laboraiony

o

(@ sample code

« GameObject Tank = GameObject.Find(“Tank”);

« GUI.Butten(Rect(0,100,100,100) “Left”) );

« bullet= Instantiate (bulletPrefab, transform.position,
Quaternion.identity);

« bullet.velocity = transform.TransformDirection(Vector3(0, 5,
_ballSpeed));

 Physics.IgnoreCollision(transform.collider, bullet.transform.collider);
[ER &L Y: %4

 Destroy(gameObject, 2);

Y

@& GUI scripting guide

» GUI stands for Graphical User Interface.
o B W LA S
* GUI Texture/GUI Text
e &% GUIAPI(F &% 20nGUI () ¢ )
» GUI.DrawTexture
* GUl.Lable
» GUL.Button
* GUISkKin
* GUIStyle

« http://unity3d.com/support/documentation/Components/
GUI1%20Scripting%20Guide.html

u WTUST GSIE Laboraiony

o

U GUI- GUI controls

GUI.Label (new Rect (25, 25, 100, 30), "Label");
« 42Dm %

GUI.DrawTexture(new Rect(10,10,60,60), aTexture,
ScaleMode.ScaleToFit, true, 10.0f);

* Rkl
if (GUI.Button (new Rect (10,10,150,100), “Button")) {
print ("You clicked the button!");
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G Last Note

« Visibility
Z-Buffer and transparency
A-buffer

Area subdivision

BSP Trees

Exact Cell-Portal

“ u‘!‘Computes Graphics.

G This Note

« Ilumination Models -
' Shading Models for Polygons
« Surface Detail

| The Rendering Pipeline
¢ Local Illumination and GL
shading in Prof. Yao’s
Fundamental CG.
* Project3
* Check Point 1 Due at 11/21
* Check Point 2 Due at 12/12
* Demo Due at 1/16

“ u; JComputer Graphics
" NTUST CSIE Laboratory

viewing
frustum

/
near
clipplane  Viewpoint

G Where We Stand

* So far we know
how to:

Transform

Lighting
Information

3D
Geometric

between spaces Models e
« Draw pol I Rendering Storage &
raw polygons S

3D
Animation
Definition

Decide what’s in
front

Texture
Information

¢ Next
 Deciding a pixel’s intensity and color

“ u‘!‘Computes Graphics.

G Why We Need Shading?

* Suppose we build a model of a sphere using many polygons and
color it with only one color. We get something like

* Human vision uses shading as a cue to
form, position, and depth.

Total handling of light is very expensive.
+ Shading models can give us a good
approximation of what would “really”
happen, much less expensively

* But we want

Average and approximate

“ u; computer »
N NTUST CSIE Laboratory

G Shading

*/ Why does the image of a real sphere look like

 Light-material interactions cause each point to have a
different color or shade
* Need to consider
* Light sources
» Material properties
* Location of viewer
* Surface orientation

‘K u‘l‘_Computes Graphics.

G Light Transport

<=

A

()

|||umintﬂioy g Perception
Reflectance i
=(@®

« The most general approach is based on physics - using principles such as
conservation of energy.

« Asurface either emits light (e.g., light bulb) or reflects light for other
illumination sources, or both.

« Light interaction with materials is recursive.

rSinmceS!S' an integ al equation describing the limit of this

Angel and Shreiner

=
NTUST CSIE Labaratory
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What Are the Patterns of Light in This
Room?

+ Projector as light source

* Light transmitted through windows
« Blackboard is matte surface

+ Edge of screen is shiny surface

* Shadows underneath the desks

“ 'J-!‘COI'T‘IpuﬁEI Graphics  osneromn ©2010 NTUST

WTUST CSIE Laboratory

G Shading: Illumination

EE————
« Light Sources emit light
* EM spectrum B
* Position and direction
Surfaces reflect light
Reflectance

Geometry (position, orientation,
micro-structure)

Absorption
Transmission 3 ]
+ TIllumination determined by the !
interactions between light

(5,  Mumination (Shading) Models

EEE———
« Interaction between light sources and objects in scene that
results in perception of intensity and color at eye
* Local vs. global models
« Local: perception of a particular primitive only depends on light sources
directly affecting that one primitive

+ Global: also take into account indirect effects on light of other objects in
the scene

vz ) COMP UL

NTUST CSIE Laborato

sources and surfaces =l o 2
“ u-' JComputer Graphics
G Local vs. Global Models

Local Global
+ Geometry « Light reflected/refracted
* Material properties « Indirect lighting

* Shadows cast (global?)

“ u-' JComputerGraphics.
" NTUST CSIE Laboratory

G Local vs. Global Models

P
NTUST GSIE Lanoratory

G Local vs. Global Models

“ '.;-' JComputer Graphics
3 NTUST CSIE Labaratory
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G Local Shading Models

' Local shading models provide a way to determine the
intensity and color of a point on a surface
« The models are local because they don’t consider other objects
* We use them because they are fast and simple to compute
« They do not require knowledge of the entire scene, only the current
piece of surface. Why is this good for hardware?
* For the moment, assume:
* We are applying these computations at a particular point on a surface

+ We have a normal vector for that point

“ 'J-!‘COI'T‘IpuﬁEI Graphics  osneromn ©2010 NTUST

WTUST CSIE L

G Local Shading Models

+ The rendering equation can’t be solved
analytically

¢/ Numerical methods aren’t fast enough
for real-time

* What they capture:
+ Direct illumination from light sources

* Diffuse and Specular reflections (Phong
reflection Model)

* (Very) Approximate effects of global lighting
« What they don’t do:

+ Shadows

+ Mirrors

¢ Refraction
“ u.‘ Lotsiof otherstuff.o 2 0HICS

09/16/2010 © 2010 NTUST

NTUST o8 oy

G Local Shading Models

« Direct light is the color of the light source

* Reflected light is the color of the light reflected from the object surface.

« / For rendering, color of light source and reflected light determines the colors
of pixels in the frame buffer

* Only need to consider the rays that leave the source and reach the viewers eye

“ 'J-!‘COI"I‘IF.!U{EI Graphics’

G Global Effects

shadow

\ \
\\ multiple reflection

translucent surface

“ u-' JComputerGraphics.
" NTUST CSIE Laboratory

G Light Sources

* General light sources are difficult to work with because we must
integrate light coming from all points on the source

* Ilumination function: (x,w, \)

Ix,, y1. 2,,8,,6,,A)

Ixg, Y20 23,05, 65.4)

Detailed is given later

‘K u-l‘_Computer Graphics

G Light-material Interactions

At a surface, light is absorbed, reflected, or transmitted

The smoother a surface, the more reflected light is concentrated in the
direction a perfect mirror would reflected the light

* A very rough surface scatters light in all directions
|« Translucent allows some light to pass through object i.e. refraction and
e.g., glass or water

smooth surface: specular  rough surface: diffuse Translucent

P\

[ —

C !—\ *rGraj W




"
U Surface Reflection
EE——
»" When light hits an opaque surface some is absorbed,
* The rest is reflected (some can be transmitted too--but ignore that
for now)
* The reflected light is what we see
+ Reflection is not simple and varies with material
* The surface’s micro structure defines the details of reflection

« Variations produce anything from bright specular reflection (mirrors) to
dull matte finish (chalk’

5/17/2019

~u

« Diffuse
« Specular
* Ambient
« Uses four vectors
* To source
* To viewer
¢ Normal
* Perfect reflector

F-

\ Ambient + Diffuse

u Phong Reflection Model

L
« A simple model that can be computed rapidly
¢/ Has three components

+ Specular = Phong Reflection
Brad Smith, Wikimedia Commons

.

(& “Standard” Lighting Model
« Consists of tlllree terms linearly
combined: é; 2;
2\ _/4/

Diffuse component for the amount of
incoming light from a point source
reflected equally in all directions
Specular component for the amount of
light from a point source reflected in a
mirror-like fashion

Ambient term to approximate light
arriving via other surfaces

N ambient diffuse specular
AF 09/16/2010 ©2010 NTUST

different ambient
coefficients for
different colors

Ambient Shading

Amblent  +  Diftuse  +  Specular = Phong Reflection

+ Add constant color to account for disregarded illumination and ¥

fill in black shadows; a cheap hack.

I=1k,

. ]a : intensity of the ambient light
© ka: ambient-reflection coefficient: 0 ~ 1 -

P~

U Diffuse Shading

Lambert’s cosine law

Ambient  +  Difuse  +  Specuiar = Phong Reflechion d

d e o
direct: maximum | indirect: reduced
light intensity light intensity

* The light is reduced by cos of angle
* This is because same amount of light is spread over larger
area when light comes in at an angle
y

Diffuse Shading

* Assume light reflects equally in all directions

 Therefore surface looks same color from all views; “view independent”

. 1,,: point light source’s intensity 6 |

= L
Known as Lambertian and Matte ;<

I=1k(NeV))

e kd: diffuse-reflection coefficient: 0 ~ 1

* @:angle:0° ~90°

* vy direction to the light source

* n :surface normal

« Don’t want to illuminate back side. Use

- fad max(LeN.0)
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P~
U Ilustrating Shading Models

EEE————
* Show the polar graph of the amount of light leaving for a
given incoming direction:

Diffuse?
» Show the intensity of each point on a surface for a given
light position or direction ks ®
Diffuse?

U Light-Source Attenuation

I= Iaka + fattlpkd (N e L)
. fau: light-source attenuation factor
« ifthe light is a point source

fi Ty
a dL
« where dLis the distance the light travels from the point source to the
surface |
fan = min( )

2 ’1
¢ +c,d, +cyd;

';‘EAI ) <Ol @ 09/16/2010 © 2010 NTUST
ﬁ 0 0
Nz Examples (Light Attenuation)

—

L
oo

Light move away

Examples (k; and k,)

‘O

0.7 0.85

diffuse-reflection model with different kd

0.3 0.45 l
a

0.15 . .
ambient and diffuse-reflection model with different

and [, =Ip =1.0,k; =0.4

P
u Specular Shading

+/ Some surfaces have highlights, mirror like reflection; view
direction dependent; especially for smooth shinny surfaces

Specular Reflection

Ambient  + Diftss  +  Specular = Phong Reflection

* Ideal reflector:
* Angle of incidence=angle of reflection
« Viewer position matters
* e.g., white light shining on the object will be reflected
differently in red, green, blue channels
 e.g., more red and blue reflection here
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& Specular Reflection ; :
U U Specular Reflection
(Phong Reflectance Model)
R F k I, = ksLymax(0, cos @)%
V4 / | ast
ks]i (R e V) iyl | a2 \
/ i\, X shininess
* Incoming light is reflected primarily in the mirror direction, R S Ere—— coefficient

a=5.10 plastic
a =100..200 metal

« Perceived intensity depends on the relationship between the viewing
direction, ¥, and the mirror direction
* Bright spot is called a specularity
« Intensity controlled by:
* The specular reflectance coefficient, &,
* The Phong Exponent, p, controls the apparent size of the specularity
* Higher n, smaller highlight

* Phong proposed this model
« Clamp to 0 -- avoid negative values
* The fuzzy highlight was too big without an exponent

Nz Ilustrating Shading Models Lz Specular Surfaces
L EE———
* Show the polar graph of the amount of light leaving for a / Most surfaces are neither ideal diffusers nor perfectly

specular (ideal refectors)
* Smooth surfaces show specular highlights due to incoming
light being reflected in directions concentrated close to the
Specular? direction of a perfect reflection

given incoming direction:

7 7 7

» Show the intensity of each point on a surface for a given

light position or direction ks @)
Specular?
v v e o e ey ey aves Specular
highlight
‘:"'q:\ con
f‘\x - . f“x
Nz The Phong Illumination Model Lz Examples (k; and n)
1 1 1 1 k,

0.1

0

0° coser 90° 000 cos’ o 90° 00° cos® o 90° 000 cos® ¢ 90°




s Examples (k; and n)

P
10: eggshell
100: shiny
1000: glossy

10000: mirror-like

5/17/2019

Az Calculating the Reflection Vector

 Fall off gradually from the perfect reflection direction

u The Halfway Vector (Blinn-Phong)

+  Rather than computing reflection directly; just compare to
normal bisection property. —
L+V

N H =
L+7]

2005(15]\7.]:[

1 Blinn-Phong Phong Blinn-Phong
(Lower Exponent)

R=NcosO+S
=Ncos@+Ncosd—L
=2NcosO-L
=2N(NeL)-L

@ Specular Reflection Improvement

(Blinn-Phong)

H=(L+V)|L+V| 3Kkt #n Ve
k1, (HeN)" /
« Compute based on normal vector and “halfway” vector, H

« Always positive when the light and eye are above the tangent plane
+ Not quite the same result as the other formulation (need 2H)

2 -OTITIK 4 - ’ 09/16/2010 © 2010 NTUST
u NTUST CSIE Labaratory

s Putting It Together

I=k 1, +1(k,(LeN)+k (HoN)”)

+ Global ambient intensity, 7,
 Gross approximation to light bouncing around of all other surfaces
* Modulated by ambient reflectance &,

* Just sum all the terms

¢ If there are multiple lights, sum contributions from each light

* Several variations, and approximations ...

u The Phong Illumination Model

o [, =1,k,04 + foul 1 [k40, cos 0+ W (6)cos” o]
® W(0)=k, :specular-reflection coefficient:0~1
* so, the Eq. can be rewritten as
I, =1,k,0y + .f‘at([pk[kdodk (N 'E) +k, (R O I7)”]
+ consider the object’s specular color
I, = 1,k,0p + fo D 1 [k,Oy (N ¢ L)+ kO, (ReV)"]

* O,: specular color

a
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C Example

TEEr

Gowraud, grading ambiant

‘ -.I‘Coa:';m r Grap|

Approximations for Speed

G

» The viewer direction, V, and the light direction, L, depend on the
surface position being considered, x

* Distant light approximation:

+ Assume L is constant for all x

* Good approximation if light is distant, such as sun
« Distant viewer approximation

* Assume Vis constant for all x

« Rarely good, but only affects specularities

( ‘ Distant Light Approximation

* Distant light approximation:
« Assume L is constant for all x
« Good approximation if light is distant, such as sun
* Generally called a directional light source
» What aspects of surface appearance are affected by this
approximation?
« Diffuse?

« Specular?

3F (aranh
rarap
NTUST ESIE Lab

Local Viewer Approximation

* Specularities require the viewing direction:
* V) =lle=x]|
« Slightly expensive to compute
 Local viewer approximation uses a global V'
« Independent of which point is being lit
« Use the view plane normal vector
« Error depends on the nature of the scene

« Is the diffuse component affected?

‘ l\ Computer Graphics

C Light Sources

I
» Two aspects of light sources are important for a local shading
model:
« Where is the light coming from (the L vector)?
« How much light is coming (the 7 values)?
* Various light source types give different answers to the above
questions:
Point light source: Light from a specific point
Directional: Light from a specific direction

Spotlight: Light from a specific point with intensity that depends on the
direction

Area light: Light from a continuum of points (later in the course)

I 3-’<
luminance: I=| I, e e,
I s

{5 COMpULer Grap)

C Simple Light Sources

EES————
« Point light
* Model with position and color
« Distant source = infinite distance away (parallel) = directional light

« Ambient light
* Same amount of light everywhere in scene
« Can model contribution of many sources and reflecting surfaces
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Types of Light Sources C More Light Sources

‘O

= Ambient: equal lightin all directions
— a hack to model inter-reflections

Directional: light rays oriented in same direction
— good for distance light sources (sunlight)

* Spot light: point source with directional fall-off

= Point: light rays diverge from a single point . N X
— Restrict light from ideal point source

— approximation to a light bulb (but harsher)
— Intensity is maximal along some direction D, falls off away from D

— Specified by color, point, direction, fall-off parameters
* Area light: Luminous 2D surface
— Radiates light from all points on its surface
 (Gengrates soft shadows

ﬂ -

Lz Ambient Light Source Lz Point Light Source
EE——— S
+ Achieve a uniform light level I(po) \Pw/v
* No black shadows Loy I(po) = | Iy(po) 1(po) P
: 5 5 . S I, = | lu Iy(po) A
* Ambient light intensity at each point in L, >
thefeere  Illumination intensity at p:
1
i(p, po) = ———1(po
fa Ip — pol?
¢ Use scalar I(VTO) to denote any of three components.
« Points sources alone aren’t too realistic looking -- tend to be high
contrast = Add ambient light to mitigate high contrast
2. Most real-world scenes have large light sources
‘ "l\ CoI j CS
Nz Point Light Source Lz Direct Light Source
N
+ Point light sources alone aren’t too realistic * Most shading calculations require direction from the
« Drop off intensity more slowly surface point to the light source position if the light
source is very far, the direction vectors don’t change e.g.,
sun

. 1
i(p,po) = ﬁI(PO)  Characterized by direction rather than position

characterized
by direction
1
(P, = ]
i(p, o) P (Po) ﬁ

« In practice, we also replace the % term by something that falls off

more slowly

4 —
‘ 2/ COMpl

Grapnics

NTUST ESIE Labaratory




C OpenGL Point and Directional Sources

Plign™*

phghl-xH

+ Point light: Lx)=

« The L vector depends on where the surface point is located

* Must be normalized - slightly expensive
« To specify an OpenGL lightat 1,1,1:
Glfloat light_position[] = { 1.0, 1.0, 1.0, 1.0 };
glLightfv(GL_LIGHTO, GL_POSITION, light_position);

* Directional light: L(x) = Ly,
« The L vector does not change over points in the world
* OpenGL light traveling in direction 1,1,1 (L is in opposite direction):
Glfloat light position[] = { 1.0, 1.0, 1.0, 0.0 };
glLightfv(GL_LIGHTO, GL_POSITION, light_position);

‘ l FCompu

5/17/2019

C Spotlights

—
 Point source, but intensity depends on L:

* Requires a position: the location of the source

glLightfv(GL_LIGHT0, GL_POSITION, light_posn);

e A
direction

+ Requires a direction: the center axis of the light

glLightfv (GL_LIGHTO0, GL_SPOT DIRECTION, light dir);
« Requires a cut-off: how broad the beam is

glLightfv (GL_LIGHTO, GL_SPOT_CUTOFF, 45.0);
* Requires and exponent: how the light tapers off at the edges of the

cone

* Intensity scaled by (L-D)"
glLightfv (GL_LIGHTO, GL_SPOT_EXPONENT, 1.0);

‘ l\ ComputerGraphics’

C Spotlight Attenuation

L
* Add an exponent for greater control
Spotlight is brightest along l?
Vector ¥ with angle ffrom p to point on surface
Intensity determined by cos(f)
Corresponds to projection of ¥ onto I
Spotlight exponent e determines rate of dropoff
« Final result is like point light but modified by this cone

Intensity P,
h cos”(¢)
0 e
3 ——
B
0s*(¢) i(p, Ps)

‘ -.i‘Cosw’;ua.ftez Grapnics’

Color

1=k, 1, +I,(k, (Le N)+k (HeNY)

a,ra,r
* Do everything for three colors, r, g and b
* Note that some terms (the expensive ones) are constant

Using only three colors is an approximation, but few graphics
practitioners realize it

J terms depend on wavelength, should compute for continuous
spectrum

Aliasing in color space

Better results use 9 color samples

‘ l\ Computer'GraphiCs.  osmezoto ©2010 NTUST
T CE

C Colored Lights and Surfaces

« [If an object’s diffuse color is
0, =(0,04,04) then [ =y, 15,15)
where for the red component L
Iy =13k,Op + fanIkadOdR (Nel)
however, it should be

L, = 1,kOy + fod ykiOp (N o L)

att”™ pA
where ), is the wavelength

C Describing Surfaces

L
¢+ The various parameters in the lighting equation describe
the appearance of a surface
o (kg kqgkyp): The diffuse color, which most closely maps
to what you would consider the “color” of a surface
« Also called diffuse reflectance coefficients
* (k. kg ki): The specular color, which controls the color
of specularities
« The same as the diffuse color for metals, white for plastics
+ Some systems do not let you specify this color separately
e (k,,k,gk,): The ambient color, which controls how the
surface looks when not directly lit
+ Normally the same as the diffuse color

(_ l\ Computer Graphics. 1ozos ©NTUST
¥ NTUST CSIE ;.‘ummm.J

10



‘ ‘ OpenGL Model
L
+ Allows emission, E: Light being emitted by surface
+ Allows separate light intensity for diffuse and specular
* Ambient light can be associated with light sources

» Allows spotlights that have intensity that depends on outgoing
light direction

« Allows attenuation of light intensity with distance
« Can specify coefficients in multiple ways
+ Too many variables and commands to present in class

+ The OpenGL programming guide goes through it all (the red
book)

‘ -.i‘Cosw’;‘

e ——
ter'Grapnic 10127109 ©NTUST

5/17/2019

C OpenGL Commands (1)

L
*/glMaterial{if} (face, parameter, value)

« Changes one of the coefficients for the front or back side of a face (or
both sides)

e glLight{if} (light, property, value)
« Changes one of the properties of a light (intensities, positions,
directions, etc)
* Thereare 8 lights: GL_LIGHTO, GL_LIGHTI,
¢ glLightModel{if} (property, value)

« Changes one of the global light model properties (global ambient light,
for instance)

* glEnable (GL LIGHTO) enables GL LIGHTO
* You must enable lights before they contribute to the image
* You can enable and disable lights at any time

10/27/09 ©NTUST

NTUST £SIE Lo

C OpenGL Commands (2)

¢ glColorMaterial (face, mode)

« Causes a material property, such as diffuse color, to track the current
glColor ()

« Speeds things up, and makes coding easier
* glEnable (GL_LIGHTING) turns on lighting

* You must enable lighting explicitly — it is off by default
» Don’t use specular intensity if you don’t have to

« It’s expensive - turn it off by giving 0,0,0 as specular color of the lights
* Don’t forget normals

« If you use scaling transformations, must enable GL_NORMALIZE to
keep normal vectors of unit length

« Many other things to control appearance

‘ -.i‘CO!HUUEE! Graphics” 1oz ©NTUST
T ESE G

G Multiple Light Sources

* If there are m light sources, then
L =1,k0, + z Sae I, k4O, (N oL)+k0, cos” ;]
1<ism
~I,k0p + z fau, I, [0, (N'E,) +k0, (Rl V)]
1<ism
~I,k,0p + z fau,[px, [0, (N'E,) +k0, (Ne [:1,')"]

1<ism

ter Graphics

‘ '.‘l_\C()H"f

C Shading so Far

S
* So far, we have discussed illuminating a single point
I=k,I,+1,(k,(LeN)+k (HeNY)
* We have assumed that we know:
« The point
* The surface normal
* The viewer location (or direction)
« The light location (or direction)
* But commonly, normal vectors are only given at the vertices
« It is also expensive to compute lighting for every point

‘ l JComputer Grapnics.

Shading Polygonal Geometry

‘_ l\ Computer Graphics
N NTUST CSIE ;.‘ummm.J

11
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C Shading Interpolation

L
+ Take information specified or computed at the vertices, and
somehow propagate it across the polygon (triangle)

« Several options:
+ Flat shading
« Gouraud interpolation
« Phong interpolation

10/27/09 © NTUST

C Computing Lighting at Each Pixel

*/ Most accurate approach: Compute component illumination at
each pixel with individual positions, light directions, and
viewing directions

But this could be expensive...
y

C Shading Models for Polygons

—
* Flat Shading
« Faceted Shading
« Constant Shading
* Gouraud Shading
+ Intensity Interpolation Shading
« Color Interpolation Shading
« Phong Shading
* Normal-Vector Interpolation Shading

‘ -.i‘Cosw’;ua.ftez Grapnics’

C Flat Shading

* Compute shading at a representative point and apply to whole
polygon i.e. apply illumination model once for each polygon.
* OpenGL uses one of the vertices

* Assumptions

The light source is at infinity i.e. [ - i = constant
« The viewer is at infinity i.e. ¥ - i = constant

The polygon represents the actual surface being modeled and is not an
approximation to a curved surface

If light source or viewer is not at infty, need henristic for picking color
- e.g, first vertex, or polygon center
does not produce variations in gradation

C Flat Shading

¢ Advantages:
« Fast - one shading computation
per polygon
+ Disadvantages:
« Inaccurate
* What are the artifacts?

[ l JComputer Grapnics.

C Flat Shading and Perception

¢ Lateral inhibition: exaggerates perceived intensity
* Mach bands: perceived “stripes” along edges

Perceived intensity—_ ~

Actual intensity

E—\J
Figure 6.29 Perceived and actual in-
tensities at an edge.

Figure 6.28 Step chart.

‘_ l\ Computer Graphics
N NTUST CSIE ;.‘ummm.J

12
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G Flat Shading

EE———
« Compute constant shading function, over each polygon

+ Same normal and light vector across whole polygon
+ Constant shading for polygon

“ u‘!‘Computes Graphics.

G Shading Polygons

+ Polygons often approximate ——
curve surfaces but are inherently ;
flat

* Consider polygonal ‘sphere’

+ Want to smooth the rough face of
each surface facet

* How do we fix this?

“ u; JComputer Graphics
" NTUST CSIE Laboratory

G Smooth Shading

* We can simply find a new normal at
each vertex for a sphere

 Easy for sphere model

« If centered at origin n = p
« Results in smoother shading
« Note silhouette edge

“ u‘!‘Computes Graphics.

G Gouraud Shading

v
H

+ Shade each vertex with it’s own
location and normal
 Linearly interpolate the color
across the face
* Advantages:
« Fast: incremental calculations when
rasterizing
* Much smoother - use same norma.
every time a vertex is used for a face
« Disadvantages:
* What are the artifacts?
« Is it accurate?

“ u; JComputer Graphics
" NTUST CSIE Laboratory

G Intensity Interpolation (Gouraud)

I, =1]@+12@
=0 =0

e 1. Vs =3 +1, N =)
= =)

X, =X,

1,=1,
Xp =X,y Xp =X,

‘K u‘l‘_Computes Graphics.

( ; Phong Interpolation

+ Interpolate normals across faces \ \ \ / /
* Shade each pixel individually
* Advantages:

« High quality, narrow specularities

+ Disadvantages:
« Expensive

« Still an approximation for most
surfaces

« Not to be confused with Phong’s
specularity model

“ u-' JComputer Graphics.

13
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G Normal Interpolation (Phong)

“ 'J-!‘COI"I‘IF.!U{EI Graphics’

G What is Normal?

“ u-' JComputerGraphics.
" NTUST CSIE Laboratory

G Recall: Normal for Triangle

* Plane N
Nx (P —P,)
N=RP,xPP,
=(B-P)x(P,-F)
* Normalize P
N« N/|N| !
« Note that
« right-hand rule determines outward face

“ 'J-!‘COI"I‘IF.!U{EI Graphics’

G Using Average Normals

N = true (geometric) normal

“ u-' JComputerGraphics.
" NTUST CSIE Laboratory

G Using Average Normals

N N

‘K u-l‘_Computer Graphics

G Using Average Normals

N:%(Nﬁ]\@)

“ '.;-' JComputer Graphics
3 NTUST CSIE Labaratory

14
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G Using Average Normals

- (N+N2+N3+N4)
¢ |IN+N.+N,+NJ
More generally,

N

2 N;

i=1

It can also be area-weighted.

“ Jl JComputer Grapnics.,

G Definitions of Triangle Meshes

1

{f}:{vi va,vs}

() {Va, Vo, va} connectivity
| {va} s (xy.2)

{va}: (x.y.2) geometry

{f:} : “skin material”

{f,} : “brown hair” face attributes

v2fi}  (nenyny) (Uv)

{Vof2} 1 (nnyn;) (u,v) corner attributes

Copyright©1998, Microsoft
“ up Computer Graphics

NTUST CSIE Laboratory

G Normal Interpolation (Phong)

N, =N, Y= +N, =Y
=) =),

N, =N, Ys=Vs +N, =Y
M=V M=)

| L[xh—xp}&[xp—xa} ‘

N, =
AN R

N =Np Normalizing makes this a
4 unit vector

Np

“ Jl JComputer Grapnics.,

G Examples (1/2)

Gouraud Phong

“ up Computer Graphics
" NTUST CSIE Laboratory

G Examples (2/2)

Gouraud shading

X 2
AR

Phong shading

d~ Jl JComputer Grapnics

G Comparison (1/3)

WA

g y)
Computer Egrapi CS

bl
Phong Shading

NTUST CSIE Labaratory

15
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o~
u Comparison (2/3)

——
* Phong interpolation looks smoother -- can see edges on the Gouraud model
* But Phong is a lot more work

« both Phong and Gouraud require vertex normals

* both Phong and Gouraud leave silhouettes

P
U Comparison (3/3)

If the polygon mesh approximates surfaces with a high curvatures,
Phong smoothing may look smooth when Gouraud shows edges
Phong smoothing requires much more work than Gouraud
smoothing

Both need data structures to represent meshes so we can obtain
vertex normals

Both leave the silhouette jagged

@ Problems with Interpolated
(&7 Shading

 Polygonal silhouette

* Perspective distortion

* Orientation dependence

* Unrepresentative surface normals

A
b 8
A >c
c [}

Foley, van Dam, Feiner;, Hughes

G OpenGL Rendering Pipeline

* Pipeline: consists of multiple stages. Data flows in, being
processed in each stages, then flows out

» Stages: each stage represents an unique function to process the
input data
« Fixed function stages: limited customization capability, typically exposes
states for configuration

* Programmable shader stages: allow custom shader programs to be
executed within, providing broader capability of customization

C Fixed Function Pipeline (Legacy)

Input Geometry & N
Textures

Vertex

Processing .
GPU .
Processing
[ nputioutput .ﬁ
() Fixed Function Stages Geometry )
) : Data Flow Textures

poHH

Fragment
Processing

- -

Frame buffers
L

i
4

Per-Sample
Processing

G Fixed Function Pipeline (Legacy)

» Before OpenGL 3.0, OpenGL rendering is done in a fixed
function pipeline

* Fixed pipeline is like an machine with a lot of switches/values to
configure

* One cannot change how the function is implemented as well as
the order of execution

16



5/17/2019

< ; Fixed Function Pipeline: Metaphor

OpenGL Fixed Function Pipeline

How do | press these
buttons to get desired

3>

WIS ESE LoD

( . Programmable Pipeline

+ Shader programs are introduced in OpenGL 2.0, and included in
the core profile in OpenGL 3.0

* Fixed function pipeline is deprecated since OpenGL 3.0

 Shader programs, written in OpenGL Shading Language(GLSL),
allow the programmers to customize certain stages in the
OpenGL rendering pipeline

G‘ Computer Graphics
" NTUST CSIE Laboratory

G First-Modified Pipeline

* Replace transform and lighting
with vertex shader

« Vertex shader must now do
transform and lighting

Geometry
Stage

+ But can also do more
* Replace texture stages with
fragment (pixel) shader

Previously, texture stages were
only per-pixel operations

.

Fragment shader must do
texturing

G JComputer Graphics.

( ) The First Generation

* Current hardware allows you to break from the standard
illumination model

* Programmable Vertex Shaders and Fragment Shaders allow you
to write a small program that determines how the color of a
vertex or pixel is computed

* Your program has access to the surface normal and position, plus anything
else you care to give it (like the light)
* You can add, subtract, take dot products, and so on

« Fragment shaders are most useful for lighting because they

operate on every pixel

G‘ Computer Graphics
" NTUST CSIE Laboratory

( . The First Generation Example

OpenGL 2.0 Graphics Pipeline

Vertex Generating Testing and

Vettices Rasterization  Pixel Shader
i Shader Primitives Miding Frame
X Buffer

SRV o B N

Where can we program?

G‘ Computer Graphics

( ';i- Programmable Pipeline: Metaphor

Shader Programs

Let's write a program to
create the effect!

G‘ Computer Graprsss

17
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ﬁ . .
u OpenGL Shader Pipeline

Vertex
Specification

GPU L
Vertex
Memory Shader Stage .
¥ .
! Tessellation | e My

[;] Programmable Shader Stages| Geomety \_Shader Stage ! ¥
1 71 Optional Programmatle Stage =il -
[ mputioutput Textures  jmmmp  Geometry !
[ : Fired Function Stages Buffers ¢==_Shader Stage |
) : Data Flow —

~\ =
‘ - | Frame Buffers ~(dumm

- )’ Fragment ‘:
1_Shader Stage , g
q Per-Sample

Processing

C OpenGL Shader Pipeline Example

VERTEX SHADER GEOMETRY SHADER
@
.
VERTEX DATA[] o
.

FRAGMENT SHADER

o~ Programmable Pipeline V.S.
u Fixed Function Pipeline

Flexibility +implement various algorithms
in shader programs

For Simple Application -must configure the whole
pipeline

For Complex Application +can achieve various effects

Learning Curve -one must have full knowledge
of the pipeline and GLSL before
writing an application

Deploy -should consider all graphics
driver environment

-limited customization capability

+performs simple task with less
configurations

-most advanced effects are
impossible

+can create simple applications
without much knowledge

+works in most graphics driver
environment

Steps toward reality

A STEP-WISE ILLUSTRATION

Colored Wireframe

=

18
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C Solid Rendering with Wireframe

G

Constant Shading

C Flat Shading

G

Smooth Shading

( d Materials

Textures

19



5/17/2019

( ;l Complex Lighting Effects ( ;i Resources

*/ OpenGL
* http:/www.opengl.org

* http://openglinsights.com/
* https:/www.khronos.org/

* https://www.shadertoy.com
¢ FreeGLUT

« http:/freeglut.sourceforge.net/

“ ;“Computer Graphics’ ‘ ‘;;‘Computer Graphics’

G Reference Books G

* The OpenGL Programming Guide * Later in “Shader” section has more details
* http:/www.opengl.org/documentation/red_book/ ' Prof. Yao’s Fundamental of Computer Graphics devote to this
study.

OpenGL ° nGL

1ce Manual

: - ‘ ';“Computer Graphics
1USTGSIE Laboraton ! 3 NTUST CRIELaboratany
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Project 1: An Image Editing Program

Introduction

In this project you will write an image editing program that allows you to load in one or more images and
perform various operations on them. Consider it to be a miniature Photoshop.

Ul Operations

The operations are summarized here, with details on implementing them below.

Operation

Load

Save

Difference

Run

Color to Grayscale

Uniform Quantization
Populosity

Naive Threshold Dithering
Brightness Preserving Threshold Dithering
Random Dithering

Clustered Dithering
Floyd-Steinberg Dithering
Color Floyd-Steinberg Dithering
Box Filter

Bartlett Filter

Gaussian Filter

Arbitrary-Size Gaussian Filter

Edge Filter

Enhance Filter

Half Size

Double Size

Arbitrary Uniform Scale
Arbitrary Rotation

NPR Paint

Grading

Points

0, provided
0, provided
0, provided
0, provided
5

5

20

3

7

5

10

15

10

150r3
150r3
150r3

10

150r3
150r3
8

12

250r10
250r10
15~ 50
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In this project you score points for each image operation you correctly implement.

The possible operations and their values will be listed in the operation section.

The total number of points up for grabs is greater than 100, but the maximum any individual can get
is 100 + 10. Please aim for 110.

A reference program will be provided so that you can check your implementation, although you may
still get full points for an operation even if your result doesn't match the reference program's. Many
of the operations are sensitive to very subtle differences in coding, and it is not worth anyone's time
to try to have everyone implement everything in exactly the same way. The operation descriptions
below indicate the extent to which we think you should match the reference solution.

We will look for identical programs. If you are found to have duplicated someone else's work you will
be treated as a group and given half the earned points. We will also take steps to ensure that you
don't submit the reference program and don't manipulate the system in other ways we anticipate.

Submission

Please submit it to the indicate FTP site. TA will send you for further notification

Basic Program

The basic program must be controllable through a scripting language, and you should not change
this in any way. The project will be graded by running scripts, so the scripting interpreter must
function. The scripting language is simply a sequence of lines, each of which has a command and
some arguments, generally a filename. The commands for each operations are listed below along
with the arguments. All arguments should be considered strings. A user should be able to enter a
script in a window or load one from a file.

The program should maintain the current image, which is displayed. The current image is modified
by the various operations as outlined below. The skeleton already contains operations which
change the current image.

All files will be in the Targa (tga) format. LibTarga supports pre-multiplied RGBA images. To load the
alpha bits, tell it that you are loading 32 bit data, and it will fill the alpha channel (with ones if
necessary) along with the color information. When you read an RGBA image with LibTarga, it
returns pre-multiplied alpha pixel data. You must divide out the alpha channel before display, taking
care to avoid dividing by zero. The skeleton already does this for display.

Program Skeleton

We provide a skeleton programs:Project1 framework.rar. This is for practicing the rendering engine
which are kept using in my classes. You should modify the skeleton by changing the file Targalmage.cpp
and/or Targalmage.h to implement the functions. At the moment all the functions change the current
image to black.

NOTE: The Targalmage class stores RGBA. Many of the operations only need greyscale, so this is
a waste. Ignore it for now by storing grey as RGB with R=G=B, or put separate greyscale image
information inside the Targalmage class.

NOTE: Many of the operations you need to implement are very similar. For instance, all the filter
operations differ only in the filter mask, not the basic filtering algorithm. Write your program to take
advantage of such common operations.

IMPORTANT: If you choose not to implement a function, it is essential that the function call
ClearToBlack and return false. This is the default behavior, so if you don't change it, you should be
OK.

ALSO IMPORTANT: For each member in your group, you must alter the function MakeNames in
Main.cpp so that the function vsStudentNames.push_back is called with the member's name as the
argument. We will be using this information during the grading process.

. A basic program skeleton in ogre version with the scripting language implemented is available. The

program provide the proper user interface to do the operations. In addition to the Ul. We also
provide a script system for you to run a sequence of operations.

. A basic program skeleton with the scripting language implemented is available. This program will

also load and save images with alpha (if present in the image).

As it is currently implemented, the skeleton will execute all the commands in a script file that is
given as an argument. To specify arguments in Visual Studio, go to the Debug part of the project
settings dialog. The skeleton also provides a single line command entry dialog. To execute a
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command, type it in and hit the Enter key. Hitting Enter again will run the same command again. You
can of course change the command. Try "load test.tga" to load the test image. "save test-save.tga"
also works. (Leave out the quotes when you type things in.)

e The skeleton is slightly modular in design. In particular, the widget for displaying an image is
separate from the object for storing the image, and both are separate from the main window itself.

e There is a Makefile included in the program skeleton, and the skeleton should compile under Linux.
You are welcome to make use of this if you like, but it is an unsupported feature of the project. You
should not ask the TAs or the instructor questions about how to make your program run under
Linux.

Supporting Programs

We provide the following programs:

o A reference program that implements all the operations.

¢ We do not support you doing this project under Linux, however, there is a Linux binary reference
program that you can use in this unsupported capacity.

¢ A program that shows targa files along with their alpha channel. Use this to test your compositing
operations.

We also provide a whole range of example images, some with non trivial alpha channels.

Details on Things to Implement

Things in bold are category headings. The comments associated with each category apply to all the sub-
operations. For instance, the comments associated with Filtering apply to all of the filtering operations.

Operation Keyword Arguments Details Points
Load load filename Load the specified image file and make it the current image. O,
provided
Save save filename Save the current image to the specified file. 0,
provided
Difference  diff filename Subtract the given image file from the current image and put 0,
the result in the current image. provided
Run run filename Executes the script named filename. The script should 0,
contain a sequence of other commands for the program, provided
one per line. The script must end with a newline.
Color to gray Use the formula | = 0.299r + 0.587g + 0.114b to convert 5
Grayscale color images to grayscale. This will be a key pre-requisite

for many other operations. This operation should not affect
alpha in any way.

24 to 8 bit All of these operations assume that the current image has

Color 24 bits of color information. They should still produce 24 bit
images, but there should only be 256 different colors in the
resulting image (so the image could be stored as an 8 bit
indexed color image). Don't be concerned with what
happens if you run these operations on something that is
already quantized. These operations should not affect alpha
- we will only test them on images with alpha = 1 (fully
opaque images).

Uniform quant- Use the uniform quantization algorithm to convert the 5

Quantization unif current image from a 24 bit color image to an 8 bit color
image. Use 4 shades of blue, 8 shades of red, and 8
shades of green in the quantized image.

Populosity  quant- Use the populosity algorithm to convert the current 24 bit 20
pop color image to an 8 bit color image. Before building the color
usage histogram, do a uniform quantization step down to 32
shades of each primary. This gives 32 x 32 x 32 = 32768
possible colors. Then find the 256 most popular colors, then
map the original colors onto their closest chosen color. To
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Filter
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find the closest color, use the euclidean (L2) distance in
RGB space. If (r1,g1,b1) and (r2,92,b2) are the colors, use
sqrt((r1-r2)*2 + (91-g2)"2 + (b1-b2)"2) suitably converted
into C++ code.

All of these operations should convert the current image into
an image that only contains black and white pixels, with the
exception of dither-color. If the current image is color, you
should first convert it to grayscale in the range 0 - 1 (in fact,
you could convert all images to grayscale - it won't hurt
already gray images). We will only test these operations on
images with alpha = 1.

Dither an image to black and white using threshold dithering 3
with a threshold of 0.5.

Dither an image to black and white using threshold dithering 7
with a threshold chosen to keep the average brightness
constant.

Dither an image to black and white using random dithering. 5
Add random values chosen uniformly from the range
[-0.2,0.2], assuming that the input image intensity runs from

0 to 1 (scale appropriately). There is no easy way to match
the reference program with this method, so do not try. Use
either a threshold of 0.5 or the brightness preserving
threshold - your choice.

Dither an image to black and white using cluster dithering 10
with the matrix shown below. The image pixels should be
compared to a threshold that depends on the dither matrix
below. The pixel should be drawn white if: [[x][y] >=
mask[x%4][y%4]. The matrix is:

0.7059 0.3529 0.5882 0.2353 0.0588 0.9412
0.8235 0.4118 0.4706 0.7647 0.8824 0.1176
0.1765 0.5294 0.2941 0.6471

Dither an image to black and white using Floyd-Steinberg 15
dithering as described in class. (Distribution of error to four
neighbors and zig-zag ordering).

Dither an image to 8 bit color using Floyd-Steinberg 10
dithering as described in class. You should use the color

table corresponding to uniform quantization. That is, the

table containing all colors with a red value of 0, 36, 73, 109,
146, 182, 219 or 255, green in the same range, and blue in

the set 0, 85, 170, 255. If you do this, but not the grayscale
version of Floyd-Steinberg, then you get 15 points.

All of these operations should modify the current image, and 15 for the
assume color images. The alpha channel should NOT be first 3 for

filtered. The alpha channel for all the test images willbe 1 any

for all pixels, so you do not need to worry about the additional

differences between filtering regular pixels or pre-multiplied
pixels. Implement whichever approach you prefer.

Apply a 5x5 box filter.

Apply a 5x5 Bartlett filter.

Apply a 5x5 Gaussian filter.

Apply an NxN Gaussian filter. Use the binomial method 10
presented in lecture to derive the filter values. Note that this

is the same Gaussian you will use if you do the NPR paint

task.
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All of these functions should change the size of the current
image by the appropriate amount. They should also operate
on the alpha channel.

Halve the image size. Use a 4x4 Bartlett filter to do the 8, or

reconstruction. That means that for each output pixel (i,j) nothing if
you place a 3x3 discrete filter at input pixel (2i,2j) and the  you do
filter is: scale

1/16 1/8 1/16 1/8 1/4 1/8 1/16 1/8
1/16

Double the image size. Use a 4x4 Bartlett filter to compute 12, or

the reconstructed pixel values. There are four specific nothing if
cases, depending on whether the desired output pixel is odd you do
or even in x or y. Three of the cases are given here, the scale

other can be derived from the last one given. If the output
pixel (i,j) has i even and j even, you apply the following filter
at input location (i/2,j/2):

1/16 1/8 1/16 1/8 1/4 1/8 1/16 1/8
1/16

If the output pixel (i,j) has i odd and j odd, you apply the
following filter covering input locations (i/2-1,j/2-1) through
(i/2+2,j/2+2) (integer division):
1/64 3/64 3/64 1/64 3/64 9/64 9/64 3/64
3/64 9/64 9/64 3/64 1/64 3/64 3/64 1/64

If the output pixel (i,j) has i even and j odd, you apply the
following filter covering input locations (i/2-1,j/2-1) through
(i/241,j/2+2) (integer division):

1/32 2/32 1/32 3/32 6/32 3/32 3/32
6/32 3/32 1/32 2/32 1/32

If the output pixel (i,j) has i odd and j even, you do
something very similar to above.

Scale the image up or down by the given multiplicative 250r 10

factor. By uniform scaling | mean scale the x and y axes by
the same amount, so the aspect ratio does not change. Use
Bartlett filters for the reconstruction. The reconstruction filter
should be a Bartlett filter of width 4 pixels, so it always picks
up 4x4 values in the input image (although some of these
values may be multiplied by 0). Note this is the same filter
size used for double and half size operations above. You
can get 25 points for this if you did not do Arbitrary Rotation,
but at most 35 points for the combination of this and
Arbitrary Rotation. And if you do this you get no points for
double and half, because they can be done in one line if you
have this implemented.

Rotate the image clockwise by the given amount, specified 25 or 10

in degrees. The output image should be the same size as
the imput image, with black pixels where there is no input
image data. Use a 4x4 Bartlett filter for the reconstruction,
as per the resizing operations above. You should note that
the reconstruction process for this operation and scale is
identical. You can get 25 points for this if you did not do
Arbitrary Scale, but at most 35 points for the combination of
this and Arbitrary Scale.

¢ Fundamental (15) 15~50

Apply a simplified version of Aaron Hertzmann's painterly
rendering algorithm from the 1998 SIGGRAPH

Paper Painterly Rendering with Curved Brush Strokes of
Multiple Sizes. You need only implement the multiple
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(circular) brush size version from section 2.1 of this paper. A
function to do the actual drawing of the circular strokes
(Targalmage::Paint_Stroke) has been provided for you.

To match the reference solution (which is what you're
graded on), your implementation should use the brush size
radii of 7, 3 and 1. When calling the Gaussian-blur function,
use the filter constructed using the binomial coefficients with
a filter size of

2 @ radius + 1

The fg parameter should be set to 1, and the threshold
parameter T should be set to 25.

The difference function in Hertzmann's pseudo-code is
simply Euclidean distance (as specified in the text below the
paintLayer figure), so you'll need to compute and store
these distances on a per-pixel basis.

¢ Advance (15 ~ 50)
You can add stroke or other effects into NPR rendering and
your score depends on how impressive your work.

Sample Results

Sample Results : solution.rar

You can use the reference program to generate sample images, and then use the difference
operation to compare your results with the sample. The table below summarizes ways in which your
results could reasonably differ from the reference program's.

Operation Test Images(s)

gray
quant-
unif
quant-
popul

dither-
thresh

dither-
bright

dither-
rand

dither-
order

dither-
cluster

dither-fs

dither-
color

filter-
box

filter-

colors-for-bw.tga

church.tga andwiz.tga

church.tga andwiz.tga

church.tga

church.tga

church.tga

church.tga

church.tga

church.tga

church.tga

church.tga andchecker.tga

church.tga andchecker

Notes
You should be able to reproduce this exactly.

You probably cannot re-produce this exactly. Your result should,
however, show the same poor quality and color banding effects.

You probably cannot re-produce this exactly. A populosity
algorithm should do a reasonable job on the gray floor, and not
too bad on the browns. It should, however, draw the blue ball
as gray, because there are not enough blue pixels to be
popular.

You should be able to reproduce this almost exactly. Some
pixels may be different around the boundaries between white
and black.

You should be able to reproduce this almost exactly. Some
pixels may be different around the boundaries between white
and black.

You have no chance of reproducing this exactly. Instead, you
should get an image that is similar in style but not identical.

You should be able to reproduce this almost exactly. A few
borderline pixels (those close to the threshold) may be different.
You should be able to reproduce this almost exactly. A few
borderline pixels (those close to the threshold) may be different.
There's a good chance you can re-produce this exactly, but it is
not essential. The character of your result should be similar.

There's a good chance you can re-produce this exactly, but it is
not essential. The character of your result should be similar.

You may get different results around the boundary, but interior
pixels should be identical. The reference program extended the
size of the input image by reflecting it about its edges.

You may get different results around the boundary, but interior
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church.tga andchecker

church.tga andchecker

church.tga andchecker.tga

church-
small.tgaand checkers-
small.tga

church.tga andchecker.tga

church.tga andchecker.tga

church.tga andwiz.tga

pixels should be identical. The reference program extended the
size of the input image by reflecting it about its edges.

You may get different results around the boundary, but interior
pixels should be identical. The reference program extended the
size of the input image by reflecting it about its edges.

The differences are the same for the 5x5 version of the
gaussian filter.

You may get slightly different results, particularly around the
boundary.

You may get slightly different results, particularly around the
boundary.

You may get different results, but they should be qualitatively
similar (no banding).

You may get slightly different results, particularly around the
boundary.

This is a randomized algorithm, so it is very unlikely that your
results will match the reference solution exactly (the reference
solution operating twice on the same image is unlikely to match
itself exactly). Your results should be qualitatively similar to the
output of the reference solution, but need not be pixel-wise
identical.
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FComputer Grapnics:

MNTUST CSIE Laboratory

Project 2: Maze Visibility and Rendering
Graphics

Introduction

Your task in this project is to implement a maze rendering program, not too far removed from those used
in computer games of the first-person variety. Read this entire document carefully before beginning, as it
provides details of the required implementation and various tips.

Mazes

A maze consists of rectangular cells separated by edges. The edges may be either transparent or
opaque. The viewer is supposed to see through transparent edges into the neighboring cells, and they
should not see through opaque edges. Each edge is assigned a color (which is meaningless for
transparent edges).

The maze is described as a 2D structure assumed to lie in the XY plane. To make it 3D, each edge is
extruded vertically from the floor to the ceiling. The floor is at z=-1 and the ceiling is at z=1. Each wall
should be drawn with its assigned color.

Associated with the maze is a viewer. The viewer has an (x,y,z) location, a viewing direction, and a
horizontal field of view. The view direction is measured in degrees of rotation counter-clockwise about
the positive z axis. The horizontal field of view is also measured in degrees. For the project, the viewer's
z will always be 0.

The maze file format consists of the following information (also look at one of the example mazes):

e The number of vertices in the maze, nv. Each edge joins two vertices.

¢ The location of each vertex, specified as it x and y coordinates. The vertices are assumed to be
numbered from 0 to nv - 1.

e The number of edges in the maze, ne. Remember, there is an edge between every cell, even if
that edge is transparent.

e The data for each edge: the index of its start vertex, the index of its end vertex, the index of the
cell to the left, the index of the cell to the right, a 1 if the edge is opaque, or 0 if transparent, and
an RGB triple for the color. The left side of an edge is the side that would appear to be on your left
if you stood at the start of the edge and looked toward to end. If there is no cell to the left or right,
an index of -1 is used. The edges are assumed to be numbered from 0 to ne - 1.

e The number of cells in the maze, nc.

¢ The data for each cell, which consists of the four indices for the edges of the cell. The indices are
given in counter-clockwise order around the cell.

e The view data, consisting of the (x, y, z) viewer location, viewing direction and the horizontal field
of view.

Software Provided

Source code can be found in the MazeFramework.rar. Example Executable code is in exe.

Several classes have been provided. Together they build two programs. The first program creates
mazes in a certain format. The second is a skeleton maze renderer. The code is reasonably well
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documented, but part of the project is figuring out how the given code works and how to integrate your
code into it. The programs are described below. To build them, set the appropriate startup project in
Visual Studio and build.

» BuildMaze
The BuildMaze program provides a simple user interface for building mazes. The user specifies the
following parameters:

Cells in X: The number of cells in the x direction. Cells in Y: The number of cells in the y

direction. Cell X Size: The size of the cells in the x direction. Cell Y Size: The size of the cells in the
y direction. Viewer X: The initial x location of the viewer. Viewer Y: The initial y location of the
viewer. Viewer Z: The initial z location of the viewer. Viewer Dir: The initial viewing direction, given
in degrees of rotation about the positive z axis (the standard way of specifying a rotation in the
plane). Viewer FOV: The horizontal field of view of the viewer.

The Build Maze button builds a maze with the given parameters and displays it. The Save
Maze button requests a file name then saves the maze to that file. The Load Maze button requests
a maze file to load and display. Quit should be obvious.

o RunMaze
The RunMaze program provides a skeleton for the maze walkthrough that you will implement. As
provided, it displays both a map of the maze and an OpenGL window in which to render the maze
from the viewer's point of view. On the map is a red frustum indicating the current viewer location,
viewing direction and field of view. The map is intended to help you debug your program by
indicating what the viewer should be able to see.

To move the viewer, hold down a W/S/A/D and Left/Right Arrow in the OpenGL window. Key W or
Key S is translated as forward or reverse motion of the viewer. Key A and Key D is translated as
move Left and Right. Left and Right Arrow motion changes the direction of view. As the skeleton
exists now, the viewer will move in the map window to reflect the Keyboard Control.

The system performs collision detection between the wall and the viewer to prevent the viewer from
passing through opaque walls. You should examine the code that does that to see an
implementation of clipping that clips a line segment to an edge using an approach similar to Liang-
Barsky clipping. The RunMaze program “do not” keeps track of which cell the viewer is currently in,
which is essential information for the cell-portal visibility algorithm you must implement.

You should pay particular attention to the function Mini_Map in OpenGLWidget.cpp that sets up the
OpenGL context for the window. As you will read later, all of the drawing you do in this project must
be in 2D, so the window is set up as an orthogonal projection using the special OpenGL utility
function gluOrtho2D. The Mini_Map function also draws the projection of the ceiling and the floor of
the maze. You should be able to reason as to why is it safe to treat the floor and ceiling as infinite
planes (hint: the maze is closed), and why those planes project to two rectangles covering the
bottom and top half of the window. You do not need to change this function.

o C++ Classes
This document will not go into details of the C++ classes provided. You should spend a considerable
amount of time perusing them to figure out how everything works, and too look for little functions
that will be useful in your implementation, such as functions to convert degrees to radians and back
again (recall that all the C++ trigonometry functions take radians).

Your Task

Produce the viewer's view of the maze. You must extend the function OpenGLWidget::Map_3D to draw
what the viewer would see given the maze and the current viewing parameters. Note that the function is
passed the focal distance, and you also have access to the horizontal field of view. Your implementation
must have the following properties.

¢ You must use the Cell and Portal visibility algorithm to achieve exact visibility. In other words,
apart from drawing over the floor and ceiling, no pixel should be drawn more than once. The
algorithm is given in psuedocode below.
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Draw_Cell{cell C frustum F){
for each cell edge E{
if E is opaque{
E'=clipEtoF
draw E'
}
if E is transparent
E'=clpEtoF
F' = F restricted to E'
Draw_Cell(neighbor(C E).F")

Note that you should implement the following functions. The function Draw_Cell(C, F) is initially called

with the cell containing the viewer, and the full view frustum. The neighbor(C,E)function returns the cell's

neighbor across the edge. Note that drawing a 2D edge means drawing a wall in 3D.
¢ You are only allowed to use OpenGL 2D drawing commands. In other words, any vertices you
specify should useglVertex2f, gl\Vertex2fv, glVertex2d or glVertex2dv only. You should

use glBegin(GL_POLYGON) to draw polygons, and glColor3f or glColor3fv to specify the polygon

color. We will check for other OpenGL calls when we grade.

¢ As an side effect of the 2D restriction, you must do your own viewing transformation. That is, you
must take points specified in world space (where you will do the visibility) and transform them all

the way into screen space (where you will draw them.) The transformation will consist of a

translation and rotation to take the points from world to view space (with the origin at the viewer's

location) and then a perspective division to take the view space points into screen space. Note

that you are given the focal distance to make things easier, but you must still take care of several

small details. Note that you can do all the transformations using basic transformation matrices
followed by simple persepctive. You DO NOT need to construct general purpose viewing
transformation matrices.

Helpful Tips

¢ The visibility algorithm is a 2D algorithm in this case, because all the walls are vertical and the
viewer is looking horizontally. That also means that all the pieces of wall that you draw will have
vertical left and right edges. They will not have horizontal top and bottom edges due to
perspective effects.

¢ Implement a Frustum class that stores information about a viewing frustum, and has a method for
clipping a frustum to an edge. The easiest way to represent a frustum is as a point for the viewer's
location, and two edges for the left and right "clipping lines" of the frustum. There is no near and

far clip lines in this project.
¢ Implement a function in the Edge class or the LineSeg class that clips an edge to a given view

frustum. You will have to work out a way to compute the intersection point of a line segment with

an infinite line in 2D space. Start by writing out the equations of the lines in parametric
coordinates. There is a function in the LineSeg class that may help get you started.

o |tis easiest to begin with a 1 by 1 maze, in which case there is no recursive step. That gives you

the opportunity to debug the transformations and projection before getting into the details of
manipulating view frustums.

¢ To do the projection, first translate the point so that the viewer is at the origin (subtract the
viewer's location from the point.) Then undo the viewer's rotation direction by rotating the point.
Then do the perspective divide (using the simple perspective projection from the notes, suitably
modified.)

¢ Note that in OpenGL 2D drawing, x is to the right and y is up. When you do the transformation
above, you end up with y to the left, z up and x into the screen. You have to fix this problem.

It cannot be stressed enough: This project can be completed in somewhere between one hundred and
five hundred lines of code. Spend a lot of time thinking about what you are trying to do with each piece of
code. And spend a lot of time looking at the code you are given. Start with pen and paper, because there

are a lot of small pieces of math that you need to work out. Grading and Submission

Grade

The project will be graded out of 50. You get:
¢ 20 points for projecting a wall onto the screen with perspective projection and drawing it.
¢ 10 more points for correctly clipping walls to the view, for a single cell maze.
¢ 20 more points for doing the recursive visibility.
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Submission

Submission will work similar to project 1. Grading of this project will be by demo in a series of face-to-
face grading sessions.

Criteria

You must work alone for this project.
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MNTUST CSIE Laboratory

Project 3: A Tiny Amusement Park with Roller
Coasters and Water Shaders

Overview

This project would like you to create an amusement park with roller coasters allowing users to have
fun and interact with the program. Inside the amusement park, you must also explore a few possibility
to simulate the water surface and render the surface with shader programs which become more and
more important in graphics. At the end, you can use your creativity to create an interesting
environment or an interactive simple game.

In this project, you will create a train that will ride around on a track. When the track leaves the ground
(or is very hilly), the train becomes more like a roller coaster.

M Train andRoller, Coaster DE] E@E|
__Run_| 4| | Rrclength

speedfzo0 [T
[world | _Train | Top |

Cardinal Cubic
Cubic B-Spling

Spline Type

Agd Point | Delete Paind

Load | Save | Reset |
R+§| R-X| R+g] R—Z|

Simple Track

Road Rail
Fancy Rails

I Ties SimEIEl NDALI

hninlnnl |

Once it becomes a roller coaster, loops, corkscrews, and other things become possible
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The main purposes of this project is to give you experience in working with curves (e.g. the train and
roller coaster tracks). It will also force you to think about coordinate systems (to make sure that things
move around the track correctly). Thus, we will provide you framework code so that you don't need to
worry about that so much.

The core of the project is a program that creates a 3D world, and to allow the user to place a train (or
roller coaster) track in the world. This means that the user needs to be able to see and manipulate a
set of control points that define the curve that is the track, and that you can draw the track and
animate the train moving along the track. We'll provide the framework code that has a world and
manages a set of control points. You need to draw a track through those points, put a train on that
track, and have the train move along the track.

Basically in this project you will need to:
¢ Find your way around the framework code.
¢ Add the basic functionality: draw a track (curve) based on the control points and draw a train on
that track. If you do the latter part correctly, the framework will make it easy to animate the train
going around the track. You will also need to implement a "train view" (so the user can "ride" your
train).
¢ Add more advanced features: nicer drawing of the track, arc-length parameterization, more kinds
of splines, physics, ...
¢ Add special effects and extra features to make it really fun. Really nice looking train cars, scenery,
better interfaces for creating complex tracks, ...
I must emphasize that the basic functionality is most important, and the core advanced features (arc-
length parameterization) are the next most important things. Fancy appearance (like using textures
and pretty lighting) aren't the focus here - add them only if you have time after doing the more
important things.

We have provided a sample solution of the possible features (at least the most common ones). We
recommend that you play with it a bit to understand how it works. The example also has options that
lets you see some of the most common mistakes and simplifications that students make.

While the assignment was a little bit different in 1999, the basic idea was the same. For a totally crazy
solution to this assignment, check out RocketCoaster. It was what happened when | let two students

work as a team. There are two more "normal" example solutions to this project which are by and Rob,
both from 1999. One is a version that | wrote (called mikes-Train) and another was written by a really
good student (robs-train). | recommend that you try them out to get an idea as to what you'll be doing.
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Rob Iverson's A+ assignment from 1999

Water Introduction

Water is commonly seen in our daily life. However, the interaction and rendering of water involve
complex physical computation. Furthermore, interactive graphics is a program which can interact with

the virtual world created by you.

Water Surface Generation With GPU

Basically, the water surface can be simply decomposed into two geometric components: high-level

surface structure and low-level surface details.
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e The surface structure represent the large scales of the wave movement and can be represented
with a set of 2D grid with the y direction represent the height of the grid point. A vertex shader can
be used to simulate the movement at the vertices by changing the normal and the y position of
the vertex.

e The surface detail represent the small scale perturbation in the local area and generally can be
represented as a normal map. A pixel shader is created to generate a normal map for those
perturbation.

Generally, there are several ways to implement the wave on the surface of water:

¢ Sine waves (10) (Ref. 1): The sum of the sine waves are chosen to represent the complex water

surface movement. The equation can be expressed as

Wﬂ-(x,y,.t] = A % sin(Df- -(x,y)xw:— + & % 15'1,)
H(x, y,t) Z(A_,- X sin(Di - {x,_y) X w, + t X )),

¢ Wavelength (L): the crest-to-crest distance between waves in world space. Wavelength L relates
to frequency w as w = 2w/L.

e Amplitude (A): the height from the water plane to the wave crest.

e Speed (S): the distance the crest moves forward per second. It is convenient to express speed as
phase-constant, phi , where phi =S x 2w/L.

¢ Direction (D ): the horizontal vector perpendicular to the wave front along which the crest travels.
Please refer to Ref. 1 for more direction details.

¢ Height maps (10) (Ref. 3): similar to sine wave method, height map method decomposes the
wave on the water surfaces into a set of different level of detail represented as a heightmap (the
shape of single component and generated by artists) The following shows an example of the

height map.

The combination of the heightmap can be expressed as the following equation.
An'
H(x, y,t) = Y h(Ax+ B, A’y + B/, A't + B ).

Please refer to Ref. 3 for more heightmap details.
e Wave equation(Ref. 4): Generally, the movement of the wave can be expressed as a wave
equation as listed in the following:

a2 2 2
a'y L, 8%y dy
=0 \—+
o € {61' 622]

Then by modeling the water surface as cubic Bspline surfaces, the right hand side of the equation can
be expressed by the following:

-
2

&y &y
cz( J_J + } )= CQ([J”-LD Vg~ 2. y,0]+ [J"u,-1 + ¥, —2])
ovt 2
Oy 2y
‘ [fbrl N £z’ = C'E(Jf'—l.ca + Yo+ Voo Vo — 4 Voo)

And then the integration can be computed with one of the following integration methods
l 2
plt,) = 2‘P(ﬁ}_P(-’u)"'E‘”(fl)‘#

plt,)=2-p(t,) - plt,)+alt)-h*

plt)=(+a) plt) +a rpu,,)%ra(r])-hz
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Then the equation is solved at each vertex of the 2D mesh to generate the water surface. Please refer
to Ref. 4 for details.

Water Surface Rendering With GPU

Two important effects for the water surface rendering: reflection and refraction. We assume that we
are looking outside the water. The reflection and refraction can be generated with the following
different methods
e Combination of refraction and reflection with an environment map for the sky and a set of texture
map for the box. (Ref. 1) (10)
¢ Using the refraction map and reflection map to simulate the possible viewing condition from
above the water to simulate the refraction and reflection effects. (Ref. 4) (10). The following
shows an example of refraction and reflection map

Refraction Map Reflection Map
In addition to the refraction and reflection, the caustics on the floor due to concentration of refraction
and reflection is also visually important. Therefore, simulate the caustics effect on the floor is also
important for the rendering. (5)

Ground Rules

You can complete the assignment individually or in pair. We allow (encourage) you to discuss the
project with your classmates, but the things you turn in must be substantively your own.

Your program must use OpenGL or OGRE3D and run on the computers in RB-508 (like everything
else in this class). While we strongly recommend you use the framework code, this is not a
requirement. The Framework/Example solution uses FITk or OGRE3D, but you can use any Ul toolkit
that you wish, providing its available in the Lab (talk to us) as we need to be able to build your
program.

If you want to use other external libraries/code, please ask us. Something like a math library or data
structures library is probably OK, but please check.

The Basic Functionality and Framework and Components

The most basic part of this assignment is to provide a "track" for the train track. Your program must do
the following things (we provided three version of framework: the ):Project3Framework.rar

¢ Provide a user interface to look around the world, as well as providing a "top down" view.

¢ You must have a "ground" (so the track isn't just in space).

¢ Provide a user interface that allows control points to be added, removed, or repositioned. Note:
even if you do a very advanced interface, you should display the control points and allow for them
to be edited manually.

¢ Allow for the control points to be saved and loaded from text files in the format used by the
example solution.

¢ Provide lighting.
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Allow things to be animated (have a switch that allows the train to start/stop), as well as allowing
for manually moving the train forward and backwards.

If you make your own framework, please make sure you can do all of these things. You don't get any
extra points for writing it yourself, but you will lose points if you don't have the basic features.

The basic/essential features and components you must add:

Roller Coasters:

Have a CubicBSpline track. Your program should draw the track. The track should be a loop,
always, and should be either interpolate or approximate the control points.

Have a train that goes around the track (with a play button to start/stop it). The train should
always be on the track. Your train need not be fancy, but it should be obvious which end is the
front. And your train should not distort in wierd ways as it moves (if it is not rigid, it should be for a
good reason).

Have the train oriented correctly on the track. The train should always face forward if the track is
flat, and mostly face forward on a 3D track. Getting 3D orientation correct in the hard cases (like
loops) is a more advanced feature (see below).

Allow the user to "ride" the train (look out from the front of the train). There should be a button or
keystroke to switch to this view.

Have some scenery in the world besides the groundplane.

Your program is properly documented, is turned in correctly, and has sufficient instructions on
how to use it in the readme file.

You should have a slider (or some control) that allows for the speed of the train to be adjusted
(how far the train goes on each step, not the number of steps per second).

Amusement Part:

at least a water surface with interaction

water rendering effects: refraction and reflection

Multiple objects moving at any time (besides the ones that | made)

Multiple different types of behaviors (besides the ones that | made)

Multiple different types of buildings / scenery (besides the ones that | made)

Multiple new textures. Some must be hand painted. Some must not be flat (that is, it must wrap
onto multiple polygons)

You must attempt "enough" technical challenges (see the technical challenges page).

You must have at least 3 shaders in your program (by "shader" we mean a pair of vertex/fragment
programs attached to an object). At least one of these shaders must provide a procedural texture,
and at least one of the shaders must be (properly) affected by the lighting. At least one of the
shaders must be affected by the time of day (so you need to figure out how to pass the time of
day to the shader).

You program must work at a sufficient frame rate (which isn't hard since the tomputers are so
fast).

You must add something that is effected by the time of day (besides the one shader used to fullfill
the requirement above). For example, you can have an object that changes color (the shader is
sensitive to the time of day) and shape (something besides the shader is sensitive to the time of
day).

You must use at least one type of "advanced" texture mapping: multi-texturing, projective (slide
projector) texturing, environment mapping, bump mapping, or shadow mapping. (if you want to
pick something not on this list, you may want to check with us to make sure it counts) 10. An
object made out of a curved surface. You can implement subdivision, or some form of parametric
surfaces, or do a surface of revolution, or ... This is described more on the technical challenges

page.

The framework code is designed to make it easy to add all of those things. In fact, there are "TODO:"
comments explaining where to plug them in. See the the discussion of it here.

The framework code was used to make the sample solution. We didn't give you all of the files, but you
can see the "hooks" to the parts we didn't give you (they are turned off with a macro). In some places,
we intentionally left extra code for you to look at as a hint. The framework has some spiffier features
(like drop shadows), and some features you may not need (the control points have "orientation").
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With the advance of GPU technology, GPU becomes more and more popular in computer graphics
specially in game industry. It is also noticed by general computation community. This project will
provide you with experience at programming shaders with GPUs, modeling objects and creating
interactive animations for computer graphics, and introduce you to many more of the features of
OGRESD. Your goal is to make the scene as a scene park based on the roller coaster. The overall
goal of this project is to give you an opportunity to explore topics in interactive graphics: how do you
make things that look interesting, and be interactive. While some of this is artistic (you need to pick
interesting objects to make and good textures/... to look nice), some of it is technical: you need to pick
things that can be implemented efficiently and have interesting behavior. Like project 1, this project
defines a set of sub-goals with points awarded for each goal. Unlike project 1, the goals are far more
loosely defined, so there is scope to try interesting things to get all the points available.

Furthermore, water surfaces are common in computer graphics, especially in games for creating
fantastic effects. They are a critical element that can significantly improve the level of realism in a
scene. But depicting them realistically is a hard problem, because of the high visual complexity
present in the motion of water surfaces, as well as in the way light interacts with water. This project
would give you the chance to explore techniques developed for rendering realistic depictions of the
water surface. With these two things in mind, this project would like you to have the experience by
implementing a shader program and a CUDA program to generate a water surface and then rendering
it with reflection and refraction effects. In addition, ray-tracing is very important global illumination
algorithm to generate realistic images in graphics community. Therefore, the project also ask you to
implement a ray tracer for rendering the water and other scene objects.
In terms of your grade, effort spent on technical are more valuable because we are computer scientist.
For example, it is better to spend your time making a simple "blocky" car drive around in an interesting
way, or to make a simple shaped car out of parametric surfaces, or to light the car in an interesting
way, then to carefully model a gorgeous model of a car. (of course, if you want to make model a
gorgeous car, implement bezier patches to display its curved body, have it realistically race around a
track ... - we won't complain).
Some specific things we want you to learn from this assignment (which will explain some of the
requirements):

1. To try out some of the technical topics that we've discussed in class (subdivision surfaces, culling,

...) or topics we won't discuss too much in class (particle systems, fractals, ...)

2. To get some experience with how textures are used to make simple objects look more interesting.

3. To get some experience with creating geometry for graphics.

4. To gain experience working with a larger, more complex graphics application.

5. To gain some experience creating the behavior/motion of graphics objects.

6. To work with shaders for generating water surfaces and shading effects

The Tasks

Fundamentally, to generate the perception of the water in an interactive application consists of two
tasks:

1. Your program has to generate a water surface according to some physical rules which are formed
for some specific phenomenon in your mind. This generated surface represents the boundary of
water for a renderer to generate proper images for illustrating the water surface.

2. Your program must render the water surface to simulate the effects of refraction and reflection.
Furthermore, the caustics caused by water movement on the sea floor can be added to add more
reality.

In addition, realistically rendering the water surface is also important for other graphics applications, a
basic ray-tracing algorithm is required to simulate the global illumination effect in the scene. The ray
tracer will generate an image according to rays through the center of all pixels to interact with the
scene object and then compute the lighting effects and shadow effects.

Furthermore, each task requires modeling one or more objects using a specific technique from class.
The points available for each technique varies according to the difficulty of the task. In all cases, you
get a base number of points for implementing one object with a technique, then an extra 5 points for
each additional, but distinct, object with the same technique. You can score points for a maximum of
three objects with any one technique. For instance, if you create a texture mapped polygonal ticket
booth, and a texture-mapped polygonal roller-coaster carriage, and extrude the roller-coaster tracks,
then you get 20 + 5 + 25 = 50 points. If an object involves more than one thing, such as a texture
mapped, swept surface, then you can score points for both texture mapping and sweep objects.

The maximum number of points is 100. As with Project 1, you can do as much as you like, and we will
truncate to 100 as the final step in computing the grade. The individual tasks, point value, and
example objects are:
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Roller Coasters Check Point:

|Technique ||Detai|s ||Points|

IArc-Length Having your train move at a constant velocity (rather than moving at a 5
Parameterization|[constant change of parameter value) makes things better. Implementing
this is an important step towards many other advanced features. You
should allow arc-length parameterization to be switched on and off to
emphasize the difference, you should also provide a speed control.

Approximating |[To draw the curves (or to compute arc length parameterizations), you need |5
C2 curve to sample along the curve (for example, to draw lines connecting the
points). The curves are simple enough that simply sampling them uniformly
and densely is practical.

Draw nicer IThe most basic track is just a line. To make something nicer (to make a 5

looking tracks  |[tube or a ribbon), you need to consider the geometry of the curve.

o Parallel rails: for parallel rails, simply offsetting the control points (in
world space) doesn't work. You need to know the local coordinates as
you go around the track.

¢ Rail ties: ties are the cross pieces on railroad tracks. Getting them right
(uniformly spaced) requires good arc-length parameterization. In the
example code, you can turn the arc-length parameterization on and off
to see the difference.

Correct 'The simple schemes for orienting the train break down in 3D - in particular, ||5
Orientation in 3D|jwhen there are loops. Make it so that your train consistently moves along
the track (so its under the track at the top of a loop).

One good way to provide for proper orientations is to allow the user to
control which direction is "up" at points along the curve. This allows you to
do things like corkscrew roller coasters. The sample solution does this (its
why the framework has an orientation vector for each control point). Note
that the train still needs to face forward, the given orientation is just a hint
as to which way up should be.

Water Simulation Check Point:

|Technique ||Detai|s ||Points|
|Sine Wave ||Implement the sine wave on the surface of water. ||5 |
|Height maps ||Imp|ement the height map method on the surface of water. ||5 |
Skymapping |[Combination of refraction and reflection with an environment map for the sky |5
reflection and a set of texture map for the box.

Refraction Using the refraction map and reflection map to simulate the possible viewing ||5

map and condition from above the water to simulate the refraction and reflection

reflection effects.

If there's something that you want to do that you think is a good task, but not listed, please ask. We
may extend this list at a later date as we think of more ideas. We may not be able to help you with
some of these, so doing it will require some bravery and determination.

It is important that if you do something, you are able to show it off in the demo/make a picture for your
album. So if you model some nice object, make sure there's a fast way to get the camera to go there.
Or, if you do subdivision, show different levels of the same object so we can tell you really did the
subdivision.

Some of the challenges require something to be complicated. You might wonder "when is an
animation complicated enough that it qualifies as a challenge" or something like that. Generally, if you
have any doubt, then it probably isn't so complicated. But if you are in doubt, ask.

Advanced Features

To get a better grade, and to really make the assignment fun, you should add some advanced features
to your train or amusement part.

Note: the exact point values for each of these is not given. The rough guide here will give you some
relative importances (big features are worth more than small ones).

We will only check the features that you say that you have implemented correctly. Partial credit will be
given for advanced features, but negative credit may be given for really incorrect features. (so, its
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better to not say you implemented a feature than to show us something that is totally wrong).

Also, remember that in your demo, you will have to show off the feature, so think about what
demonstration will convince us that it works. For example, with arc-length parameterization, you're
best off being able to switch it on and off (so we can compare with the normal parameterization), and
think about a track that really shows off the differences. You should probably turn in example tracks
that show off the features.

ITechnique

Requirement

Points

Suggestion

Tension
control of a
spline

¢ Tension parameter controls how loosely or tightly the
cardinal spline fits the input control points.

2.5

Track

Multiple cars

e Having multiple cars on your train (that stay connected)
is tricky because you need to keep them the correct
distance apart. You also need to make sure that the
ends of the cars are on the tracks (even if the middles
aren't) so the cars connect.

2.5

Train

Real Train
\Wheels

¢ Real trains have wheels at the front and back that are
both on the track and that swivel relative to the train
itself. If you make real train wheels, you'll need arc-
length parameterization to keep the front and rear
wheels the right distances apart (make sure to draw
them so we can see them swiveling when the train goes
around a tight turn). In the sample solution, the wheels
are trucked (they turn independently), but each car still
rotates around its center (so its as if they are floating
above the wheels). You can do better than that.

2.5

Train

Simple
Physics

¢ Roller coasters do not go at constant velocities - they
speed up and slow down. Simulating this (in a simple
way) is really easy once you have arc-length
parameterization. Remember that Kinetic Energy -
Potential Energy should remain constant (or decrease
based on friction). This lets you compure what the
velocity should be based on how high the roller coaster
is. Even Better is to have "Roller Coaster Physics" - the
roller coaster is pulled up the first hill at a constant
velocity, and "dropped " where it goes around the track
in "free fall." You could even have it stop at the platform
to pick up people.

¢ Note: you should implement arc-length first. Once you
get it right it is much easier.

2.5

Train

Adaptive
subdivision

¢ To draw the curves (or to compute arc length
parameterizations), you need to sample along the curve
(for example, to draw lines connecting the points). The
curves are simple enough that simply sampling them
uniformly and densely is practical. Adaptive sampling
(when the curve is straight, fewer line segments are
needed) is a better approach, but the benefits may be
hard to see. If you implement adaptive sampling, be
sure to have some way to show off that it really works.

2.5~5

Track

Make totally
over-the-top
tracks

e This is more of a piece of artwork, but to do something
really fancy, you'll probably write code to create the
points.

o [f you're really into trains, you could have different kinds
of cars. In particular, you could have an engine and a
caboose.

e Switches and more complex connections in the layout

Track

Multiple
tracks and
trains

e The track could have branches, ... You'd need to have
some way to tell the trains which way to go, and some
way to deal with branching curves. The framework is

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5b417776d9dae&sid=5b41791ed8f04
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pretty much set up to have one track and train, but you
could change this without too much hassle. You would
need to make multiple World objects, but the hard part
would be adapting the Ul.

Sketch- * Allow the user to sketch a rough shape, and then 10 Track
based create a smooth curve from that. This is difficult to do
interface well, but if you're interested, we can suggest some
interesting things to try.
Have People || e Little people who put their hands up as they accelerate (2.5 Train
on your down the hill are a cool addition. (I don't know why
Roller putting your hands up makes roller coasters more fun,
Coaster but it does). The hands going up when the train goes
down hill is a requirement.
Headline ¢ Have the train have a headlight that actually lights up  [|2.5 Train
the objects in front of it. This is actually very tricky since
it requires local lighting, which isn't directly supported.
Particle Model a complex, moving object as a set of little particles. |5~12.5 Foundation,
system 'You can make fireworks, rain, snow, fountains, fire, ... (5 for first, |[firework, ...
2.5 for each
extra one)
Non-flat e This is mainly interesting if you have the train track 5 Terrain
terrain follow the ground (maybe with tressles or bridges if the
ground is too bumpy).
Support ¢ When the track is in the air, you could create tressles or|[2.5 Track
Structure supports to hold it up (like a real roller coaster). Of
course, you'd want to handle the case where the track
crosses.
Scenery e Having other (non-moving) objects in the world gives  |[2.5 Scenery
you something to look at when you ride the train.
Tunnels ¢ Make hills with tunnels through them for your train to go||2.5 Scenery
through. The tunnel should adapt its shape to the track
(so it should curve like the track curves).
Texture e You must create your own texture (at least 3) to earn  [[2.5~5 Buildings,
Mapping the point from this score. walls,
¢ Add texture mapped polygonal objects to the roadways
environment. Each "object" for grading purposes Hierarchical
consists of at least 5 polygons all texture mapped. IAnimated
Different objects require different maps. Model
Parametric ¢ Add an object described by parameters. You must 5 Trees
Instancing create multiple instances with different parameters, and (cones on
each class of model counts for separate points, not sticks),
each instance. buildings,
even rides
Sweep ¢ Add an object created as a sweep, either an extrusion |([2.5 trash bins,
Objects(other or a surface of revolution. The important thing is that it trees
than rail) be created by moving some basic shape along a path.
The overall object must use at least three different uses
of the swept polygon. In other words, something like a
cylinder isn't enough, but something like two cylinders
joined to form an elbow is.
Something ||Yes, you might think of something to do that we didn't 2.5~10
cools mention here. If its really cool, we might give you points for

it. We'd like you to focus on trying to do more with the
curves aspect of this assignment (rather than making
arbitrary eye-candy), so we won't give you points for just
making eye candy (e.g. putting textures on things) - there
will be a whole project devoted to that. If you want to do
something and you want to make sure it will be worth points,
send the instructor email. In the past people have come up
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with crazy stuff - some of them have become part of the
assignment.

Really Cool
Shaders

e Graphics Processing Unit(GPU) has become very
important aspect in graphics. We would like to explore
the usage of them such as environment map, particle
simulation, water simulation, and so on. Everyone has
to write 3 shaders. But if the shaders do something
really cool, that counts for technical challenge. Bump
Mapping definitely counts as a technical challenge. A
properly anti-aliased procedural shader would be a
technical challenge. Phong shading would be a
technical challenge except that you can get the code
from just about anywhere - combine it with something
more imaginative to make a technical challenge. We'll
give technical challenge points for really imaginative
shaders.

25~7.5

Foundation,
firework, ...

Hack
Rendering
Tricks

e Local lights (2.5~5): have a light that only effects
nearby objects. You can't just do this using the OpenGL
falloff since that limits the number of lights you have -
you'll need to switch lights on and off depending on
what object is being drawn. Note: local lighting is NOT
the hack "spotlight cones" that my sample program
does. Consider putting a flashing (or even spinning)
siren on a police car, or ...

¢ Inter-object shadows and reflections (2.5-7.5): Shadows
on the groundplane are easy. Shadows cast from one
object onto another are much harder. Reflections of
actual (dynamic) objects are really tricky - as opposed
to using environment mapping with static environments.
Implementing shadow mapping (or shadow volumes) is
one way to do this.

2.5~125
(Depends
on TA's
decision)

Non-
Photorealistic
Rendering

Give your world an artistically styled look to the drawing. For
example, make everything look like a pencil drawing by
tracing object edges and making things squiggly, or use
"toon shading" to make things look like a cartoon. Note: if
lyou are really going to do an NPR world, we might be willing
to remove the texture requirements - but only if you'll be
doing enough NPR stuff.

5 ~
10(Depends
on TA's
decision)

Foundation,
firework, ...

\Very
IAdvanced
Texturing

e Skybox (2.5): make a textured sky - have clouds and
stars (at night). But note that a proper skybox stays
fixed relative to the camera (so it doesn't have to be so
huge that it causes Z-Buffer issues).

¢ Billboard Object (2.5): model a complex shape by using
a flat object that moves to face the viewer (and
probably transparency). Nice trees can be done this
way.

e Projector Textures (2.5): make a slide projector or
something that creates an unusual effect. To get full
credit, it needs to be clear that you are using the texture
matrix stack to get a projection.

¢ Environment Map (2.5~5): Use environment mapping to
create a reflective surface. Be sure to describe how you
made the map.

2.5~125

Artistic Points

IAbout how beautiful or cool is your amusement. It is a good
decision to decorate your amusement part with a theme.

2.5~125

Submission

Upload it to the FTP site.

What to turn in

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5b417776d9dae&sid=5b41791ed8f04
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By the deadline you must turn in:

¢ Everything needed to compile your program (.cpp files, .H files, .vcproj files, .sIn files, and Ul files
or other things your program needs). Be sure to test that your program can be copied out of this
directory and compiled on a Storm computer.

« if you work with a partner, only turn in one copy of the project. In the other person's directory put a
single file in your handing directory - a README.txt that says where to look.

e Your README file.

¢ You should make a subdirectory of the project directory called "Gallery." In this directory, please
put a few JPG pictures of the best scenes in your town. Please name the pictures login-X.jpg
(where X is a number). Put a text file in the directory with captions for the pictures. (note: to make
pictures, use the screen print and then use some program to convert them to JPG).

¢ You must also make a subdirectory of the project directory called "Video" to put a 1~2 minutes of
video capturing your world.

e Some example track files. You should not turn in the track files that we distribute (we give you a
bunch) - only turn in ones that you made.

Documentation

In your readme, please make sure to have the following (you can break it into seperate files if you
prefer):

1. A abstract of your work

2. Instructions on how to use your program (in case we want to use it when you're not around)

3. Alist of all the features that you have added, including a description, and an explanation of how
you know that it works correctly.

4. An explanation of the types of curves you have created

5. A discussion of any important, technical details (like how you compute the coordinate system for
the train, or what method you use to compute the arc length)

6. A list of the objects you modeled (if you made lots of different objects, just list the 5-10 most
interesting ones). Please order the list so the most complicated/impressive one is first.

7. A list of the behaviors you made. Please order the list so the most complicated/impressive one is
first.

8. A list of the shaders that you made with a brief description of each.A list of the technical
challenges that you attempted / completed, with a description of what you did and what you used
it for.

9. Any non-standard changes that you make to the code

10. If you used the sample, code, a file that describes any changes you made to the "core" of the
system (e.g. other than changing main.cpp and adding new Objects and Behaviors).

11. If you did not use the example code, an explanation of why you chose not to, and a discussion of
your program's features.

12. Anything else we should know to compile and use your program

Some Hints
Use the framework. It will save you lots of time.

In case it isn't obvious, you will probably use Cardinal Cubic splines (like Catmull-Rom splines). Cubic
Bezier's are an option (just be sure to give an interface that keeps things C1. For the C2 curves, Cubic
B-Splines are probably your best bet.

You should make a train that can move along the track. The train needs to point in the correct
direction. It is acceptable if the center of the train is on the track and pointing in the diretion of the
tangent to the track. Technically, the front and back wheels of the train should be on the track (and
they swivel with respect to the train). If you implement this level of detail, please say so in your
documentation. It will look cool.

In order to correctly orient the train, you must define a coordinate system whose orientation moves
along with the curve. The tangent to the curve only provides one direction. You must somehow come
up with the other two directions to provide an entire coordinate frame. For a flat track, this isn't too
difficult. (you know which way is up). However, when you have a roller coaster, things become more
complicated. In fact, the sample solution is wrong in that it will break if the train does a loop.
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The sample solution defines the coordinate frame as follows: (note: you might want to play with it
understand the effects)
1. The tangent vector is used to define the forward (positive Z) direction.
2. The "right" axis (positive X) is defined by the cross product of the world up vector (Y axis) and the
forward vector.
3. The local "up" axis is defined by the cross product of the first two.

Doing arc-length parameterizations analytically is difficult for cubics. A better approach is to do them
numerically. You approximate the curve as a series of line segments (that we know how to compute

the length of). A simple way to do it: create a table that maps parameter values to arc-lengths. Then,
to compute a parameter value given an arc length, you can look up in the table and interpolate.

Alternatively, you can do a little search to compute the arc length parameterization. If you have a
starting point (u) in parameter space, and a distance you want to move forward in arc length space,
you can move along in parameter space, compute the next point, find the distance to it, and
accumulate.

Suggestions

¢ Have fun and be inventive.

¢ A key thing to consider is polygon count. Graphics hardware can only display so many polygons
in a second, and if you try to display too many the frame rate will collapse. Texture maps also use
memory, so too many textures can even more dramatically affect performance.

e The way the train alignment is set up, it is simplest to do just a single carriage, and a short one at
that. Doing lots of cars makes it harder to keep then on the track, although it is possible.

o Make use of the OpenGL error checking mechanism. It is described in the OpenGL Programming
Guide.

o Start simple - just try to get a polygon to appear in the center of the world.

e The way the current carriage transformations are set up, the origin for the train is assumed to be
at the bottom (at track level).

¢ Itis OK to have multiple modeling techniques in one object. For instance, you could have a
carriage made up of some texture mapped polygons with some subdivision areas. You get all the
points if you do a sufficient amount of each technique.

¢ Itis OK to borrow code from other sources - but not other students. You will probably learn as
much trying to figure out how someone else's code works as you would doing it yourself.

¢ Texture images abound on the web, so feel free to use them. Or you can use a program like
Photoshop to create your own. You might even find a use for the first project.

Results

' 29 MHE4, and ZhE4E, A Tiny Amusement Park with Roller Coasters and Water
Shaders - thE 4 _Z& 1L

[ kg, and &, A Tiny Amusement Park with Roller Coasters and Water
Shaders -- [#kl&_[# 5 H

Y757, A Tiny Amusement Park with Roller Coasters and Water Shaders -- 8447
o

wERHEE, and [ F1, A Tiny Amusement Park with Roller Coasters and Water
Shaders - i EE_[HUEFH
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C This Note

 Graphics Toolkit
*/ Coordinate system
* 3D Transformations

* Directions

* Rotation

¢ Details of Transformation is in Prof. Yao’s Fundamental of CG
* Project 1 Due & Demo

' -.i‘COmputﬁ'a Graphics.

5/17/2019

(™ Question

* How do the graphics pipeline compute it?

‘ l\ cComputer Ci’aphics;

( | The Graphics Process

Lighting
Information

3D
Geometric
Models

Image
Storage &
Display

Rendering

3D
Animation
Definition

Texture
Information

' -.i‘COmputﬁ'a G:’ap‘s'lics;

Rendering Primitives

G

¢ Use graphics hardware for real time...
* These can render points, lines, and triangles.

* A surface is thus an approximation by a number of such
primitives.

.

\ ' _

C NTUST CSIE Labaratory

FComputer Grapl 'LiCS;

‘ ‘ Traditional Renderi

3D Geometric Primitives Transform int

Modeling
Transformation

Lighting

coordinate system

s outside camera’s view

raw pixels (includes texturing, hidden surface, ...

)

( ‘ Traditional Rendering Pipeline

3D Geometric Primitives

¢ What’s wrong with this model (for
Modeling an OpenGL system)?

Transformation

Model/view transforms combined

Really “vertices” not “primitives”
* Making this the vertex pipeline
There’s a lot going on in the “scan

conversion” stage!
* Primitive assembly

Lighting

Viewing
Transformation
Projection * Rasterization

Transformation + Texture mapping

* Per-pixel lighting

Clippin
rpine + Visibility (Z-buffer)
Sean . » We refer to these collectively as the
Conversion pixel or fragment pipeline
h |
— —
vioa | G0 rapnics’

TUST CSIE Labaratory




G Rendering

» Generate an image showing the contents of some region of space
« Theregion is called the view volume, and it is defined by the user
» Determine where each object should go in the image

 Viewing, Projection
¢ Determine which pixels should be filled
* Rasterization
« Determine which object is in front at each pixel
* Hidden surface elimination, Hidden surface removal,
Visibility
+ Determine what color it is
 Lighting, Shading

‘ vJ;‘Cornputet Graphics’
)\ NTUST CSIE Laboratory
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( , What’s a ”3D scene”?

« First, of all to take a picture, it takes a camera — a virtual one.
« Decides what should end up in the final image

* A3Dsceneis:

Geometry (triangles, lines, points, and more primitives)

Light sources

Material properties of geometry
Textures (images to glue onto the geometry) '\

* A triangle consists of 3 vertices
A vertex is 3D position, and may include normals and more. /

‘ ui‘ Computer Graphics
N NTUST CSIE Laboratory

G Virtual Camera

 Defined by position, direction vector, up vector, field of
view(FOV), near and far plane.

A far
fov near

{angle}

.~ (angle) ,
-\ Create image of geometry inside gray region
- Used by OpenGL, DirectX, ray tracing, etc.

point

1) COMpUter Graphics.

WTUST CSIE Laboratory

( . High-Level Pipeline

» Back up & think about the larger picture:

Application
Processing

Seometll'y # Rasterization
rocessing

CPU GPU

Dmesh IO g Fomens  mage

Juoer, .
R - .
,
yrr——— ) o[ o, | [ o
1) COMpULe 3

EEKHI} ke

G The APPLICATION Stage

* Executed on the CPU
* Means that the programmer decides what happens here
* Examples:
« Collision detection
« Speed-up techniques
* Animation
* Most important task: send rendering primitives (e.g. triangles) to
the graphics hardware

‘ rJ;‘COInputer Graphics. [ [ -
X NTUST £SIE I..lllr.\lnl.4

G The GEOMETRY Stage

» Task: "geometrical” operations on the input data (e.g. triangles)
o Allows:
Move objects (matrix multiplication)

Move the camera (matrix multiplication)

Compute lighting at vertices of triangle
Project onto screen (3D to 2D)

Clipping (avoid triangles outside screen)

Map to window

‘_ u-“Computer Graphics’, B oo oo
N NTUST CSIE \.ﬂuvmnv.J
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G Getting Geometry on the Screen G Pipeline of Transformations

« Given geometry positioned in the world coordinate system, how Local World View Canonical | | Display
do we get it onto the display? Coordinate [+ Coordinate — Space [ View 1 Space
Space Space Volume

« Transform to camera coordinate system

Transform (warp) into canonical view volume + Standard sequence of transforms

5 Clip | object space camera space B
g
+ Project to display coordinates %
+ Rasterize 3
projection viewport
d
world space canonical

view volume

0'1 Computer Graphics. GF Computer Graphics

G Animate Objects and Camera G 3D Viewing Process

Transform into viewport in 2D device coordinates

for display
 Can animate in many different ways with 4x4 matrices (topic of Clip against ‘iew volume oz
next lecture) ' - E n
» Example: = Tl e =
. . . h /]
« Before displaying a torus on screen, a matrix that represents a | v [ J )
. . . . —~ .
rotation can be applied. The result is that the torus is rotated. . Clipped world

. i . 3 i i X ' 3D world-coordinate coordinates

« Same thing with camera (this is possible since motion is relative) output primitives 2D device

coordinates
Project onto projection plane

Projectars
N,

rojection
FEa T e
(]
G,‘Computer Graphics B oo oo ‘ ';TComputer Graphice:

Projection
plane

()

iy
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G The RASTERIZER Stage G High-Level Pipeline

* Main task: take output from GEOMETRY and turn into

visible pixels on screen Application Geometry Rasterization
(a.k.a. “pixel pipeline”

(aka. “vertex pipeline”) g orment pipeline”)

) Handle input Transform Rasterize (fill pixels)
/ Interpolate vert
. . . . rpolate vertex
— Simulation & Al Lighting I —
L ] Look up/filter textures
Culling Skinning Z- and stencil tests
< Also, ;?qd Fextures and various other per-pixel operations e o e Blendin
* And visibility is resolved here: sorts the primitives in the z- coords £
direction Prefetching
G" Computer Grapnics B coorery  Rostrr GW Computer Graphics:
X WTUST GSIE Laboratery D WTGST GSIE Labaratery




P~ 5
u Rewind! Let’s take a closer look

* The programmer sends” down primtives to be rendered through
the pipeline (using API calls)

* The geometry stage does per-vertex operations

* The rasterizer stage does per-pixel operations

» Next, scrutinize geometry and rasterizer

= = . =
' ) computerG

5/17/2019

~~
L Az The GEOMETRY stage in more detail

¢ The model transform

Originally, an object is in “model space”
* Move, orient, and transform geometrical objects into “world
space”
* Example, a sphere is defined with origin at (0,0,0) with radius 1
« Translate, rotate, scale to make it appear elsewhere
* Done per vertex with a 4x4 matrix multiplication!
» The user can apply different matrices over time to animate objects

A~ =

‘ '.l\Ci'}l:'Lf_)';,Fl‘:,f" - Geometry  Rasterizer

~~
u GEOMETRY:The View Transform

* You can move the camera in the same manner
' But apply inverse transform to objects, so that camera looks
down negative z-axis

o\ 2
' ) computer |

s q q
[ GEOMETRY: Lighting
« Compute "lighting” at vertices
4 @ light Rasterizer
blue

4'-4’

red green

¢ Try to mimic how light in nature behaves
+ Hard to uses empirical models, hacks, and some real theory
*\ Much more about this in later lecture

~ =
‘ - cComp - Geometry  Rasterizer

G The Full Story

* We have only touched on the complexities of illuminating
surfaces
« The common model is hopelessly inadequate for accurate lighting (but it’s
fast and simple)
» Consider two sub-problems of illumination
« Where does the light go? Light transport
« What happens at surfaces? Reflectance models
 Other algorithms address the transport or the reflectance problem,
or both
* Much later in class, or a separate course Computer Rendering

‘ ‘4 ComputerC AICS
NTUST GSIE Lakoratery

o~ Compute lighting at vertices,
then interpolate over triangle

) Iight Rasterizer
blue

red green|

* How compute lighting?
* We could set colors per vertex manually

* For a little more realism, compute lighting from
« Light sources
« Material properties

£ .o SO D TE P

NTUST ESIE Labatatory




G The Quest for Visual Realism

Model with
Shading
and Textures

Model with
Shading

' vf!‘Computes Graphics.

Copyright©1997, Jeremy Birn
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( g The Limits of Geometric Modeling

+ Although graphics cards can render over 10 million polygons per
second, that number is insufficient for many phenomena
+ Clouds
* Grass
« Terrain
« Skin

‘ up Computer Graphics
S NTUST CSIE Laboratory

G Beautification of Surfaces

¢ Texture mapping (ubiquitous in hardware)

) « Paste photograph or bitmap on a surface to provide detail
(e.g. brick pattern, sky with clouds, etc.)

« Think of a texture map as contact paper, but made of
stretchable latex

* Map texture/pattern pixel array onto surface to replace
(or modify) original color; can still use original intensity
to modulate texture

* The function is called texture map and the process is
called texture mapping.

Sphere with texture

Wikipedia

' vf!‘Computes Graphics.

Microsoft Fiight Simulator

‘ ;‘ Motivation to Use Texture Mapping (1/2)

How do we increase the amount of detail?
« Expensive solution: add more detail to model
+ detail incorporated as a part of object
— modeling tools aren’t very good for adding detail
— model takes longer to render
— model takes up more space in memory
— complex detail cannot be reused
Efficient solution: map a texture onto model
+ texture maps can be reused
+ texture maps take up space in memory, but can be shared, and compression
and caching techniques can reduce overhead significantly compared to real
detail
+ texture mapping can be done quickly (we’ll see how)
+ placement and creation of texture maps can be made intuitive (e.g., tools for
adjusting mapping, painting directly onto object)
— texture maps do not affect the geometry of the object

‘ up Computer Graphics
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G Motivation to Use Texture Mapping (2/2)

* What kind of detail goes into these maps?

— Diffuse, ambient and specular colors

— Specular exponents

— Transparency, reflectivity

— Fine detail surface normals (bumps)

— Data to visualize

— Projected lighting and shadows

— Games use “billboards” for distant detail.
(sprites are effectively moving billboards)

' u‘!‘Computes Graphics.

( . Texture Maps

» How is texture mapped to the surface?
« Dimensionality: 1D, 2D (image), 3D (solid)
* Procedural v.s. table look-up

« Texture coordinates (s,t)
« Surface parameters (u,v)
* Projection: spherical, cylindrical, planar
* Reparameterization (Prof. Yao’s Class)

« What does texture control?

Surface color and transparency

Illumination: environment maps, shadow maps
Reflection function: reflectance maps

Geometry: displacement and bump maps

‘_ up Computer Graphics,
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D Texture Maps

Texture Mapping

u Texture Mapping

2D mapping 3D mapping

Decal Textures

Israel Institute of

‘ ‘ Where Does Mapping Take Place?

*/ Mapping techniques are implemented at the end of the
rendering pipeline
« Very efficient because few polygons pass down the geometric

pipeline
Vertices — :;‘::::stil:; —> Rasterization — Display

Pixel
operations

Pixels —>

P

(&

Texture Pipeline

object parameter texture transformed
space space space texture texture
location coordinates location value value
) i | g
projector obtain .
: : transform
function function(s) value B
function

Figure 6.2. The generalized texture pipeline for a single texture.

Object space location: the location in object space

Parameter space coordinate: the coordinate in texture space

Texture space location: clamp to (0, 1) position

Texture value: the 4-column data store in the texture map

Transformed texture value: RGB, RBGa, Normal, ...
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G GEOMETRY: Projection

+ Two major ways to do it
« Orthogonal (useful in few applications)
« Perspective (most often used)

* Mimics how humans perceive the world, i.e., objects’ apparent size decreases
with distance

G l

WITIPULGT Sl AR D
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‘ -;‘ GEOMETRY: Projection

* Also done with a matrix multiplication!

*' Pinhole camera (left), analog used in CG (right)

~

‘ up Computer Graphics
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GEOMETRY: Clipping and Screen
G Mapping

» Square (cube) after projection
«/ Clip primitives to square

A7 <j —_ <
O O

¢ Screen mapping, scales and translates square so that it ends
up in a rendering window

. These “screen space coordinates” together with Z (depth) are

sent to the rasterizer stage
' vf!‘Computes Graphics. [
U ESE ooy

G GEOMETRY: Summary

& § i b
o \ o O
=~ —> - O
N
ol |l
model space world space world space camera space
J [
N - o~ ! o |=*n
(©)
projection clip map to screen

compute lighting image space

‘ up Computer Graphics
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- Geometry Rasterizer

( |I RASTERIZER in More Detail

« Scan-conversion Tessellation Pipeline

« Find out which pixels are inside g
the primitive it contrl pots

¢ Texturing

« Put images on triangles o
« Interpolation over triangle
«  Z-buffering

* Make sure that what is visible from
the camera really is displayed

i cotines orane vk
* Double buffering @ _—
«  And more... Lone tesselated vertex

~output control points
“Tessellation factors

' u‘!‘Computes Grapnics EOER ooty Rastoreer
\ NTUST £SIE L.|I|r.\|nl.4

( l| RASTERIZER—Scan Conversion

* Triangle vertices from GEOMETRY is input
+ Find pixels inside the triangle
« Orona line, or on a point
* Do per-pixel operations on these pixels:
Interpolation
Texturing
Z-buffering
* And more...

[ § u-t‘Computer Graphics B oo oo
X NTUST CSIE EJHIY.‘\‘M-J
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G RASTERIZER—Interpolation

+ Interpolate colors over the triangle

« Called Gouraud interpolation

blue
red green

G RASTERIZER—Texturing

* One application of texturing is to ”glue” images onto
geometrical object

« Uses and other applications
* More realism
* Bump mapping
* Pseudo reflections

Store lighting
Almost infinitely many uses

‘ l\ compu 3

G RASTERIZER—Z-buffering

* The graphics hardware is pretty stupid
« It "just” draws triangles
* However, a triangle that is covered by a more closely located
triangle should not be visible
* Assume two equally large tris at different depths

incorrect correct
Triangle 1 Triangle 2 Draw 1 then 2 Draw 2 then 1

- Geometry Rasterizer

G RASTERIZER—Z-buffering

* Would be nice to avoid sorting...
* The Z-buffer (aka depth buffer) solves this
* Idea:
« Store z (depth) at each pixel
« When scan-converting a triangle, compute z at each pixel on triangle
« Compare triangle’s z to Z-buffer z-value
« If triangle’s z is smaller, then replace Z-buffer and color buffer
« Else do nothing
+ Can render in any order

- Geometry Rasterizer

C RASTERIZER—Double Buffering

» The monitor displays one image at a time

+ So if we render the next image to screen, then rendered
primitives pop up

* And even worse, we often clear the screen before generating a
new image

¢ A better solution is ”double buffering”

G RASTERIZER: Double Buffering

* Use two buffers: one front and one back
The front buffer is displayed
« The back buffer is rendered to

* When new image has been created in back buffer, swap front and
back

rC
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( i And, lately...

« Don’t forget! Not your father’s GPU

' Programmable shading has become a hot topic
* Vertex shaders
« Pixel shaders

« Adds more control and much more possibilities for the programmer

Application Rasterizer

G‘T_Computer Graphics’

WIUST CSIE L

‘_ i Programmable Pipelines

* The amount of programmability is increasing by leaps and
bounds

Allow you to write a small program that determines how the color of a
vertex or pixel is computed

{ * Your program has access to the surface normal and position, plus anything
else you care to give it (like the light)

You can add, subtract, take dot products, and so on

Vertex shaders: more instructions, variable looping, branching,
subroutines

Pixel shaders: still SIMD, but with more instructions, unlimited texture
accesses, pixel kill (good for lighting computation)
*\ The data formats are also improving

_+ IEEE floating point throughout the pixel pipeline!

G ' E%omputer @rapﬁms
"I NTUST £S5 v David Luebke

G Graphics Pipeline: GPU

Graphics State

Vertex Assembly

Applicatio Processor & Rasterization

Wcls
(Color, Depth)

Render-to-texture

Note: Here’s what’s cool:
— Vertex processor does all transform — Can now program vertex
and lighting processor!
— Pipe widths vary — Can now program pixel
Intra-GPU pipes wider than processor!

CPU>GPU pipe
Thin GPUSCPU pipe

‘ ;‘ " _Eformumrﬁea@%
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‘_ i First Innovation

* Current hardware allows you to break from the standard
illumination model
* Programmable Vertex shaders and Fragment shaders allow you
to write a small program that determines how the color of a
vertex or pixel is computed
* Your program has access to the surface normal and position, plus anything
else you care to give it (like the light)
\ * You can add, subtract, take dot products, and so on
'+ Fragment shaders are most useful for lighting because they
operate on every pixel.

GTComputer Graphics
gy NTUST CSIE Labaratory

G Original And Modified Pipeline

* Replace transform and lighting
with vertex shader

+ Vertex shader must now do
transform and lighting

+ But can also do more
« Replace texture stages with
| fragment (pixel) shader
| « Previously, texture stages were
only per-pixel operations

« Fragment shader must do
texturing

Gr‘Computer Graphics’

NTUST GSIE Lanoratory

G Second Innovation

s ook
* Geometry shaders are —'W{\ “""‘( )

introduced in Direct3D 10 s
and OpenGL 3.2;

« They can generate new
y N e
‘ graphics primitives, such as S,

points, lines, and Friangles, .‘m,
from those primitives that .
| were sent to the beginning of ;

\ the graphics pipeline.

fragments

shaded screen
fragments
pirels

primitive
conectivity

pr

GiComputer Graphics’

NTUST CSIE Lasaratory
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G Third Innovation: OpenGL 4.0

+ Tessellation shaders are introduced
in OpenGL 4.0 and Direct3D 11.

It adds two new shader stages to the
traditional model

« Tessellation Control Shaders (also
known as Hull Shaders)
« Tessellation Evaluation Shaders. g Ve

(also known as Domain Shaders) e/

.

For simpler meshes to be subdivided
into finer meshes at run-time according
to a mathematical function.

.

Related variables:
« the distance from the viewing camera to o b 1 sereen
allow active level-of-detail scaling. :

G JComputer Graphics.
)\ NTUST CSIE Laboratory

G Graphics Pipeline: GPU

Geometry Geometry R Fragment Frame
Storage Processor = Processor buffer

Texture
Storage +
Filtering

Vertices Pixels

G‘ Computer Graphics
N NTUST CSIE Laboratory

G Graphics Hardware / Interactive
Rendering

« Key idea: set of basic abstractions

« Z-buffer, texture, triangles, ...
* Implement these really well
¢ Let programmers figure out how to use it to do other things
< Expand abstractions based on what people figure out to do

G JComputer Graphics.
)\ NTUST CSIE Laboratory

G OpenGL Rendering Pipeline

 Pipeline: consists of multiple stages. Data flows in, being
processed in each stages, then flows out

» Stages: each stage represents an unique function to process the
input data

Fixed function stages: limited customization capability, typically exposes

states for configuration

Programmable shader stages: allow custom shader programs to be
executed within, providing broader capability of customization

G‘ Computer Graphics
N NTUST CSIE Laboratory

( ; Fixed Function Pipeline (Legacy)

+ Before OpenGL 3.0, OpenGL rendering is done in a fixed
function pipeline
 Fixed pipeline is like an machine with a lot of switches/values to
configure
'+ One cannot change how the function is implemented as well as
the order of execution

G‘ Computer Graphics.

( ; Fixed Function Pipeline (Legacy)

Input Geometry & Vertex
Texturesry j— Processing
GPU
Processing
D Input/Output
([): Fixed Function Stages Geometry )
A Textures

Fragment
Processing

I
444

- -

Per-Sample

Frame buffers ;
Processing

G‘ Computer Graphics

NTUST CSIE Lasaratory
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( ; Fixed Function Pipeline: Metaphor

OpenGL Fixed Function Pipeline

How do | press these
buttons to get desired
effect?

S

WTUST CSIE Lab,

( . Programmable Pipeline

+ Shader programs are introduced in OpenGL 2.0, and included in
the core profile in OpenGL 3.0
* Fixed function pipeline is deprecated since OpenGL 3.0
|« Shader programs, written in OpenGL Shading Language (GLSL),
allow the programmers to customize certain stages in the
OpenGL rendering pipeline

‘ up Computer Graphics
S NTUST CSIE Laboratory

G First-Modified Pipeline

* Replace transform and lighting
with vertex shader

« Vertex shader must now do
transform and lighting

Geometry
Stage

+ But can also do more
* Replace texture stages with
fragment (pixel) shader

Previously, texture stages were
only per-pixel operations

Rasterizer
Stage

Fragment shader must do
texturing

' vf!‘Computes Graphics.

( ) The First Generation

+ Current hardware allows you to break from the standard
illumination model
* Programmable Vertex Shaders and Fragment Shaders allow you
to write a small program that determines how the color of a
vertex or pixel is computed
* Your program has access to the surface normal and position, plus anything
else you care to give it (like the light)
* You can add, subtract, take dot products, and so on
« Fragment shaders are most useful for lighting because they
operate on every pixel

‘ up Computer Graphics
S NTUST CSIE Laboratory

( .;I Vertex Shaders V.S. Pixel Shaders

¢ Classical Fixed-Function Pipeline (FFP): Per-Vertex Lighting,
MVT + VT
« Largely superseded on desktop by programmable pipeline
« Still used in mobile computing
* Modern Programmable Pipeline: Per-Pixel Lighting
Vertex Shaders (FFP and Programmable)

« Input: per-vertex attributes (e.g., object space position, normal
+ Output: lighting model terms (e.g., diffuse, specular, ezc.)

* Pixel Shaders (Programmable Only)
« Input: output of vertex shaders (lighting aka illumination)

« Output: pixel color, transparency (R, G, B, A), and other stored in
framebuffer.

JComputer Graphics

NTUST GSIE Lanoratory

O

G Vertex Shaders V.S. Pixel Shaders

' Brief Digression
« Note: vertices are /it, pixels are shaded
« “Pixel shader”: well-defined (iff “pixel” is)
* “Vertex shader”: misnomer (somewhat)

* Most people refer to both as “shaders”

‘_ up Computer Graphics,

11
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( . The First Generation Example

OpenGL 2.0 Graphics Pipeline

SN B oE @

Where can we program?

0'1 Computer Graphics
)\ NTUST CSIE Laboratory

( ; Programmable Pipeline: Metaphor

Shader Programs

Let's write a program to
create the effect!

GF Computer GraprsJs®

G OpenGL Shader Pipeline

Input Geometry & Vertex
el U O
M Vertex 2
. emory Shader Stage .
¥ »
| Tessellation ' e
-«

1_Shader Stage H

() Programmable Shader Stages
- w

L _ i+ Optional Programmable Stage e S
[ mputioutput Textures  mmmp  Geometry [
() Fired Funcion Stages Buffers _I‘S_hgd_er Stage
) : Data Flow

Geometry

Rasterizer

)’ Fragment —:
1_Shader Stage , 1
Per-Sample
Processing

G OpenGL Shader Pipeline Example

VERTEX SHADER AR MBL GEOMETRY SHADER

VERTEX DATA[]

TESTS AND BLENDING FRAGMENT SHADER RASTERIZATION

GF Computer Graphics
N NTUST CSIE Laboratory

G Examples: Shadow Mapping

¢+ Ways to Handle Shadows

* Projected planar shadows: works well on flat surfaces only

i Shadow stencil buffer: powerful, excellent results possible; hard!

Shadow Stencil Buffer

* OpenGL Shadow Mapping Tutorials
+ Beginner/Intermediate (Baker, 2003): http://bit.ly/e1LA2N
+ Advanced (Octavian et al., 2000): http:/bit.ly/f1iRYB (old NeHe #27)
1) COMpUter Grapnics.

NTUST GSIE Lanoratory

G Examples: Reflection / Environment
Mapping

+" How To Create Direction Maps
Latitude-Longitude (Map Projections) - paint

Gazing Ball - photograph reflective sphere

Fisheye Lens - standard (wide-angle) camera lens
Cubical Environment Map - rendering program or photography

+ Easy to produce

* "Uniform" resolution

 Simple texture coordinates calculation W .— r iz
i i W‘ ﬁ

GT Computer Graphics
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G Examples: Reflection / Environment
Mapping

+ Old NeHe OpenGL Mapping Tutorials (2000)
* #6 (texture map onto cube) — Beginner (Molofee): http:/bit.ly/gKj2Nb
« #23 (sphere) — Intermediate (Schmick & Molofee): http:/bit.ly/e3Zb8h

 nVidia Tutorial: OpenGL Sphere Map (1999):
http://bit.ly/eJEJAM

* Issues: Non-Linear Mapping, Area Distortion, Converting
Between Maps

e T\.,UH aragn nes
o WIUST CSIE L
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G Examples: Transparency Map

¢ OpenGL Transparency How-To at
OpenGL.org: http:/bit.ly/hRaQgk
* Screen Door Transparency

« Use glPolygonStipple(),
glEnable(GL_POLYGON_STIPPLE)

« See http:/bit.ly/g1hQplJ

* Glass-Like Transparency using )
Alpha Blending
+ Use glEnable(GL_BLEND),
pE e

glBlendFunc(...)
* See http:/bit.ly/hs827a

‘ i‘Compulef Graphms

T

ola o . (2004) i BN GVERT

Techmiea Uty o1 vina, TEEE Vs 2004

G Examples: Bump Mapping

* Goal: Create Illusion of Textured Surface

+ =

+ Idea
« Start with regular smooth object

+ Make height map (by hand and/or using program, i.e., procedurally)
« Use map to perturb surface normals
+ Plug new normals into illumination equation
«. Tutorial for OpenGL (Baker, 2003): http:/bit.ly/fun4a5
JComputer Graphics.,
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‘ ; Examples: Displacement Mapping

«" Displace:
Values

ment Map: Similar to Bump Map — Contains Delta

Pluy)
ORIGINAL WESH [T CR R (]
ou a

N(u,v) =$xT

ABC B Copacemen

P(u.0) = Pl + )N ()
EFLACMENT WA W Perturbed normal
Niwy)=B P, From Blinn 1976

=N+ TXN)+h,(SxN)

MESH WITH DISPLACEMENT

Adapted from siides © 1995 — 2009 P. Hanrahan, Stanford

st g 0205 Waa Ut
. Dlsplacement Mapping: Uses Open GL Shadmg Language
(GLSL)

CWWM:& 2006): http://bit.ly/dWXNya
. ompu raphics

NTUST CSIE Lab

G OpenGL Shading (Overview)

GLfloat mat_specular]:
at mat_diffus
at mat_ambier

AR, mat_specular);
_FRONT, GL_AMBIENT, mat_ambient)

gMaterialf(GL_FRONT, GL_SHININESS, mat_shinin

giShadeModel(GL_SMOOTH); /*enable smooth shading */
glEnable(GL_LIGHTING); /* enable light
glEnable(GL_LIGHTO); /* enable light

Start Drawing (glBegin ... glEnd)

' u‘!‘Computes Graphics.

G Texturing — Object Center Method

» When we treat the object intersection point as a point on a sphere, our
“sphere” won't always have the same radius

far

intersection
oint =
arge radius

near
spheres th h

intersection FRIGE e

poR= houseiray

small mter.\ccuunw’

radius S——”

» What radius to use?

» Compute the radius as the distance from the center of the complex object to
the intersection point. Use that as the radius for the (u, v) mapping.

‘_ up Computer Graphics,
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C OpenGL Texturing

In initialization:

(GL_TEXTURE_2D);
In display:
// Activate the texture defined in
initialization
(GL_TRIANGLES);

ipted from slides
)7-Jacobs, D. W.,,
orpu

ard J"af“L

WTUST CSIEL

C Mapping, Eberly 2F

*/ Fine Surface Detail: Bump (§20.5 Eberly 2°)
Material Effects: Gloss (§20.6)
Enclosing Volumes
*  Sphere (§20.7)
« Cube (§20.8)
+ Light
+ Refraction for Transparency (§20.9)
+ Reflection aka Environment (§20.10)
* Shadow
+ Shadow Maps (§20.11, 20.13)
* Projective Textures (§20.12)
*  More Special Effects (SFX)
+ Fog (§20.14)
+ Skinning (§20.15)
< ridepcence (§20.16), Waler (52017)

NTUST CSIE Labaratory

Babylon 5
©1993 — 1998 Warner Brothers Entertainment, Inc.

FOLLOWING THE PIPELINE

( -.t“(,'oau ! APNICS”

ardp

The OpenGL Rendering Pipeline

Vertex
Specification
GPU
Memory
! Tessellation
Programmable Shader Stages|
. Geometry 1_Shader Stage
l_ ") : Optional Programmable Stage!
[ moutoutput Textures  jmmmp  Geometry
() Fixed Function Stages Buffers == Shader Stage
‘ Data Flow

- ) - _FFagn;th
1_Shader Stage

o

m l:\er—Sarjple
| l P g

I
1
)

1
I
)

.g

7 = rd

C NTUST CSIE Labaratory

C OpenGL Primitive

* Define the connection between the Vertex
' Setup when call the Drawing Command

L% G @

GL_POINTS GL_POLYGON

GL_LINE_STRIP GL_LINE_LOOP

GL_TRIANGLES % Q @
GL_TRIANGLE_STRIP

GL_QUADS g1, QUAD_STRIP
GL_TRIANGLE_FAN

‘ ut‘(;’ompu [er C I

‘ A Vertex Specification

« First stage of rendering pipeline
« Fixed function stage

* Assembly vertices from one or more Buffer Objects for later

stages to consume

» The application provides a Vertex Array Object as its

configuration

* Work with different Draw Commands to create various input

formats to the pipeline

4 =
. Vertex Verex J{ Tesseoon i Geomety , . Frogment |
Speciication || Sheder Shader /I Shader Rasterizer Shader

3| Processing

Per-Sample

14



G Vertex Specification: APIs

« This stage is mostly configured, but not all, by:
* glBindVertexArray (vao)
* glDraw* functions
+ Draw Command functions
/ * These APIs also mark the beginning of a rendering operation
* glDrawArrays, glDrawElements, ...

(it P ===y
Vertex Vertex Tessellation L Geometry | Raste 1 Fragment | Per-Sampie Frame
Specification ‘Shader ‘Shader ,'1 Shader | " | Shader | Processing

5/17/2019

G Vertex Shader Stage

« First programmable stage

« / Invoked once for each vertex of the vertex stream produced by the Vertex
Specification

« Isolated from one another, unaware of the primitive topology

USSR - rm===
oput Vertex Verox |1 Tessolaton & Goometry | Roste | Fragment [ PerSample || Frame
o Specification Shader Stader !y Shader _| @Sterzer || shader | Processing

( ;' Vertex Shader Stage: Operations

« Apply transform matrices
« Vertex skinning (skeleton-based animations)
« Per-vertex lighting calculations

| * Any operations related to the geometry (shape) of the rendered
object

P SIS PSR — = ===y
Vertex Vertex Tesselation 1 Geometry | Raste 1 Fragment | Per-Sample
‘Specification ‘Shader ‘Shader ,'1 shader | """ || Shader | Processing || Bufers

‘ ;‘ Vertex Shader Stage: Example

« Displacement Mapping: Vertex shader can offset every vertex
based on a texture to have more detail.

°e 5

Kenneth Scott, id Software 2008 copyright

G" Computer Graphics
N NTUST CSIE Laboratory

( ; Vertex Shader Stage: Example

« Water wave: Vertex shader can offset a 2D plane vertex to
have different height according to time and location to create
wave-like results.

NVIDIA water

- o https://goo.gl/Pr7CgN
G' Computer Grapnics . upsiligoo.aiPr

NTUST GSIE Lanoratory

( g Tessellation Shader Stage

* Optional stage. Can be turned off
« Three sub-stages:
1. Tessellation Control Shader Stage
| 2. Tessellation Engine (fixed function stage)
3. Tessellation Evaluation Shader Stage
« Three sub-stages must be used together, or none at all

[ i Fm===
oot Vertex Vetex |1 Tessolaion U Geomety | Roste | Fragment [ PerSample || Frame
o Specification Shader Shader 1y Shader | @sIenZET )| Shader | Processing

15



( I Tessellation Shader Stage

* Map higher-order patches that represent smooth, curved
surfaces to conventional triangle-based raster hardware
« Common misunderstanding: tessellation = triangulation (wrong)
» Demand for increasing image quality
| High resolution models (1 character = 100K vertices)

Greatly increases on-disk, in-memory storage, I/O bandwidth and
| calculations

Scale geometry detail between different hardware from a fixed input

Reliefthe artists from participation in triangle-based mesh
implementation details

P SIS PSR = = ===y
Vertex Vertex Tessellation L Geometry | Raste 1 Fragment | Per-Sampie
Specification ‘Shader ‘Shader }l; Shader | " | Shader | Processing

5/17/2019

( i Tessellation Shader Stage

* Map higher-order patches that represent smooth,
curved surfaces to conventional triangle-based
raster hardware

Subdivide 1.00

« Common misunderstanding: tessellation = triangulation (wrong)
| . . .
* Demand for increasing image quality
« High resolution models (1 character = 100K vertices)

| * Greatly increases on-disk, in-memory storage, I/O bandwidth and
\ calculations

Scale geometry detail between different hardware from a fixed input

Reliefthe artists from participation in triangle-based mesh
implementation details

== =y Fo———y
Vertex Vertex Tessoleion U Geomely | Rest | Fragment 1 Per-Sample
‘Specification Shader Shader /‘J Shader g "o || Shader | Processing || B

‘ ;I Tessellation Shader Stage: Example

By by by

P SIS PSR = = ===y
Vertex Vertex Tesselation 1 Geometry | Raste 1 Fragment | Per-Sample
‘Specification ‘Shader ‘Shader }l; shader | """ || Shader | Processing || Bufers

( i Tessellation Shader Stage: Example

« Terrain Generator : Subdivide the edge to present the curve with
more detail.

NVIDIA Terrain generator Example (https://goo.gl/RXYj9x)

== o= - - -
Vertex Vertex Tesselation C Geometry f| g | Fragment | Per-Sample
‘Specification Shader Shader /‘J shader | S || Shader | Processing || Buffers

: Example

- =
| Fragment | Per-Sampe
[ Resteizer ]| Shader 1| Processing

( .;|_ Geometry Shader Stage

» The last stage that can manipulate the geometry property of the
rendered object

» Invoked once for each primitive from the previous stages

» Less common in algorithm designs, probably due to performance
issues

e — O Fo===N
o Vertex Vertex Tessoleion §  Geomely | Rest | Fragment [ Per-Sample
‘Specification Shader Shader /l,, shader g "0 ) Shader | Processing || B

16
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C Geometry Shader Stage: Operation

* /Programmatically insert/remove geometry
¢ Produce a different primitive type than is passed to it

* Pass geometry information to buffers through the transform
feedback function

« Transform Feedback: save geometry to a buffer object from the
geometry shader stage

« Save results generated by expensive vertex/tessellation shader
algorithms for cheap reuse

« Useful when the GPU is used as a co-processor to the CPU. The GPU
can process the geometry, then save the result for the CPU to read back

P
- 4 T oo Fm===x
Vertex Vertex i Tesselation metry | | Fragment | Per-Sampe
Specication Stader 1) Shader | Rastezer || Shader 1| Processing

C Geometry Shader Stage: Example

* (a) Geometry shader application : fish crowd simulation

' (b) Geometry shader application : fur simulation

(a) (b)
NVIDIA fish crowd simulation NVIDIA fur simulation
https://goo.gl/3qg1WW) (https://goo.gl/xPwgngq

.

' 'l\ compt

5/17/2019

|

u Geometry Shader Stage: Example

* (a) Geometry shader application : Normal Visualization
* (b) Geometry shader application : Layered Rendering

GI

TCor npL

NTUST E

(@ Vertex Processing

¢+ Vertex, Tessellation and Geometry Shader stages are also
called Vertex Processing

» They all operate on vertices and geometries

» The last active stage of Vertex Processing stages should output
a clip space coordinate to the Rasterizer stage

P -
 naaital PN el
Input Vertex Vertex Tesselation 4 Geometry | Rasterizer |1 Fragment i~ Per-Sample
Specication }{  Shader Sader 1y Shader | | Shader | Processing )| Buffers

(2 Rasterizer Stage

+ Fixed function stage
' Consist of three sub-stages:
1. Vertex Post-Processing Stage
2. Primitive Assembly Stage
3. Rasterization Stage
* Since they are not really separated from one another, and the
hardware implementation may differ from this order, for
convenience we will just discuss the functions they perform

F—~ ) -
S vm— . PUNEES
Vertex Vertex || Tesselaton | Geomelry | | Fragment | Per-Sampe
Specifcation Stader 1) Shader Resterzer || snader 1| Processing

(4 Rasterizer Stage: Operations

* Operations performed, in logical order:

Face Culling

Primitive Culling

Primitive Clipping (or Frustum Clipping)
Perspective Division (or Homogeneous Division)
Viewport Transformation

Rasterization

BN R 1 —

Multisampling

ﬁ
S ety e
o Vertex || Vertex Tesselation Ui Geomelry | | Fragment [ Per-Sample
Specification Shader /I‘ Shader 4| ReStezer | shader | Processing
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‘ o Rasterizer Stage: Operations

 / Face Culling
« Discard a primitive if it’s facing towards or away the camera

«  Implement back face culling: for a watertight geometry, it is not possible
to see its “inside”, so back face will never contribute to the final
rendering

Tmm——— e
Vertex Vertex |i Tesselaton i Geomelry | | Fragment | Per-Sampe
Specification Stader 1) Shader | Rastezer || Shader 1| Processing

( & Rasterizer Stage: Operations

* / Primitive Culling
«  Discard a primitive if it’s completely outside of the view volume
*  Primitive Clipping (or Frustum Clipping)
« If a primitive is partially inside the view volume, then it is split into
new primitives that reside completely inside
«  Clip space coordinate make this process very efficient

\ —= \
Do nothing Culling Clipping

Vertex \/erlex Tesselation h Geometvy , | Fraqmem . Per-Sample
Speciication Shader Stader_ ) Stader Rasterizer Shader Processing

‘ o Rasterizer Stage: Operations

« / Perspective Division (or Homogeneous Division)
*  Transform the coordinate from clipping space to NDC
+  Covered in the previous lecture ©
*  Viewport Transformation
. Transform the coordinate from NDC to screen space
«  Covered in the previous lecture ©

T SO
Vertex Vo |1 Tesselaon U Geomety | | Fragment | Per-Sample
Speciication || Shader srader 4 Snader | P f) snader || Procssing

( & Rasterizer Stage: Operations

* Rasterization
«  Convert the geometric data into a regularly sampled representation
that can be written to pixel-based images, or be displayed on pixel-
based screens

Vertex Vertex Tesse\laﬂun h Geometry , | Fragment | Per-Sample
Specifcation |{ ~ Shader Shader Shader Resterzer Shader 1| Processing

‘ | Rasterizer Stage: Operations

¢/ Multisampling
« A simplified, optimized and hardware-accelerated form of anti-
aliasing algorithm
«  We will explain this in a future lecture ©

S _ _ F——==x
Vertex Vertex || Tesselaton | Geomelry | | Fragment | Per-Sampe
Specification Stader 1) Shader Resterzer || snader 1| Processing

‘ | Rasterizer Stage: APIs

* /This stage is mostly configured, but not all, by:

« Primitive Clipping

* glEnable/glDisable (GL_CLIP_DISTANCEi)
« Face Culling & Primitive Culling

* glEnable/glDisable (GL_CULL_FACE)

* glFrontFace

* glCullFace
« Perspective Division

* None, cannot be controlled

oot Vertex Vertex Tesealin Geometvy , Rasterizer | Fragment . Per-Sample
Specification Shader Shader ,' Shader Shader Processing
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( . Rasterizer Stage: APIs

+ /This stage is mostly configured, but not all, by:
« Viewport Transformation
* glviewport
* glDepthRange
* Rasterization
* glPolygonMode
* glEnable/glDisable (GL_POLYGON_OFFSET)
* glPolygonOffset
¢ glPointSize
¢ glLineWidth
* Multisampling
¢ glEnable/glDisable (GL_MULTISAMPLE)

g

. _ e

[ P S\
It Vertex Vertex Tessellation L Geometry | Rastorizer || Frogment 1| Per-Sample Frame
Specification J{  Shader Shader Y Shader _j | Shader | Processing || Buffers

G Fragment Shader Stage

* 'The last programmable stage
¢+ Invoked once for each fragment generated by the rasterizer
» Unaware of neighboring fragments. Runs in parallel

g SRR - -y rm===
oot Vertex Verox |1 Tessolaton & Goometry | Rostrizer |1 Freoment | PerSampie | Frame
" Specification Shader Stader !y Shader _| @Sterzer || shader | Processing || Buffers

G Fragment Shader Stage: Operations

In plain English: decide the color of a pixel

« Operate at a much higher frequency than the previous stages
(1080p=2M pixels)

« Commonly used to add all the details to a rendering

¢ Perform lighting calculation and texturing operations

P SIS PSR — = ===y
Vertex Vertex Tesselation 1 Geometry | Rastorizer || Fregment 1| Per-Sample Frame.
‘Specification ‘Shader Shader ,ll shader | """ || Shader | Processing || Bufers

G Fragment Shader Stage : Example

P ¥

Original Ink painting Oil painting
Pixelize Invert Blur

‘ ui‘ Computer Graphics
N NTUST CSIE Laboratory

( -, Fragment Shader Stage : Example

+ Fragment shader can control the object’s visibility based on
the distance from camera to simulate the fog effects.

g

‘ rJ;‘COInputer Graphics

G Fragment Shader Stage : Example

Monet, Haystacks

Kitchen / Monet, Haystacks

Kitchen

‘_ u-“ Computer Graphics
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Per-Sample Processing Stage

G

* /The last stage before a fragment is written to the framebuffer

¢+ Fixed function stage
* Perform three kind of tests:
+ Depth Test
« Stencil Test
« Scissor Test
« If a fragment passes all the tests, it will be written to the
framebuffer. If Blending is enabled, blending is performed
before the fragment is written

>———~~l‘(:———\ Fo———
Vertex Verlox |1 Tesselaton U Geomety | I Fragment [ PerSample
‘""“‘ Speciication Srader 1y stader | Rasteizer || Shager 1| Processing || Bufers

5/17/2019

Per-Sample Processing Stage: Operations

* Scissor Test
« Discard the fragments that are outside a user-specified rectangle
+ Useful for masking the output to a specific area

Vertex \/erlex Tesseuanan l4 Geometvy , | Fragmem . Per-Sample
@ Specification Shader Shader Shader Rasterizer Shader 4| Processing Bmers

‘ﬂl. Per-Sample Processing Stage: Operations

* Stencil Test

« Compare a reference value of incoming fragment with the contents of
the stencil buffer
The content of the stencil buffer can also be updated dynamically

Like scissor test, useful for masking the output, but with more
flexibility in algorithm design

>———~~l‘(:———\ Fo———
Vertex Vo |1 Tesselaon U Geomety | | Fragment | Per-Sample
‘”"“l Specifcation Stader 4 Shader | Rasteizer || Sager 1| Processing

8
( o Per-Sample Processing Stage: Operations

* Depth Test
« Hardware implementation of the classical Z-buffer algorithm [Williams,
1978] with depth buffer to give the scene a correct depth order
+ Determines whether an incoming fragment can override or blend with
the contents of the color buffer

Vertex Vertex Tesse\laﬂun l4 seomevy | Fragment . Per-Sample
' Rasterizer
Specication }{  Shader Shader 1y Shader Shader Processing

8
‘ y Per-Sample Processing Stage: Operations

* Blending
« Traditionally used for alpha-transparency rendering

« Blend two color sources with a blending function. Sources and
blending function are configurable

Source.

. SRC_ALPHA, RC_ALPHA, gl ,_SRC_ALPEA,
GL_ONE) ; GL_ONE_MINUS ¢ e :_ALPHA) ; GL_SRC_ALPHA) ;

—wl <

( P _ _ | rm—==y
Verlex Vetex |i Tessolation (i Geomelry | | Fragment | Per-Sampe
Speciication srader 4 swaser | ") snager || Processing )| suters

C Per-Sample Processing Stage: APIs

+ This stage is mostly configured, but not all, by:
« Depth Test
+ glEnable/glDisable (GL_DEPTH_TEST)
« glbepthMask
« glbepthFunc
« Stencil Test
« glEnable/glDisable (GL_STENCIL_TEST)
« glstencilOp
« glstencilFunc
+ glstencilMask
* Scissor Test
* glEnable/glDisable (GL_SCISSOR_TEST)
« glscissor
« Blend
. glEnable/nglsable (GL_BLEND)

mpm Verer || Tesselaton Geometvy , Rosterizer [ Frogment [ perSampe
Spemncamn Shader Shader ,' Shader Shader 1| Processing suners
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G Compute Shader

Input Geometry & GPU
Textures

Memory
Geometry
[ - Programmabie Shader Stagds Textures
D i Buffers
- : Data Flow Raw Data

‘ -.-‘l“'COmpuEez Graphics.

G Compute Shader

* /Available since OpenGL 4.3

+ Compute shader pipeline only has one programmable stage

 There are no predefined input or output in compute shader
stage. However, Compute shaders can read/write buffers and
textures asynchronously, allowing for highly customized,
parallel algorithm designs

¢ Idea close to CUDA or DirectCompute

« Compute shader is built upon the same foundation as the
rendering pipeline stages, meaning it can benefit from
hardware texture filtering and GLSL intrinsic functions

‘ -;i.‘CUlllptile G?dU!H‘;S

G Compute Shader: Operations

—_—
+ Compute shaders are becoming increasingly important in
modern rendering algorithms
* Physic-based simulations
« Water surface or cloth simulation
« Particle system simulation
« Audio reverb zone simulation

* Procedural texture generation
» Image processing operations

 Separated 2D convolution (Gaussian blur, ...)
« GPGPU operations

« Act as a co-processor to the CPU

« General parallel algorithm designs

‘ -.-‘l“'COmpuEez Graphics.

G Compute Shader: Example

(a) Compute shader application : water surface simulation

(b) Compute shader application : particle simulation

‘ l\ Computer Graphics

G Compute Shader: Operations

+ ‘Execute algorithmically general purpose GLSL shaders
« Operate on uniforms, images, and textures.
* Process graphics data in the context of the graphics pipeline
« Easier than interpolating with a compute API IF processing
“close to the pixel”
» Complementary to OpenGL

« Not a full heterogonous (CPU/GPU) programming framework using
full ANSI C

¢ Standard part of all OpenGL 4.3 Implementations
. Matches DirectX 11 Functionality

n M’i-

AI Simulation Ray Tracing Wiv: Simulation  Global Illumination
I AT AR T

NTUST GSIE Lanoratory

( . To think about:

* What are some possible bottlenecks in system performance of a
graphics/game engine?

* Does it make any difference to sort your geometry front-to-back
or back-to-front when using a depth-buffer?

»  Will your textured polygons render faster if MIP-mapping is
enabled or disabled?

* Does the order that you traverse polygons (i.e., issue vertices
using glVertex () ) make a difference in performance?

‘_ .‘ Computer Grapnics.
WitsT ceiE anaraiely David Luebke
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G OpenGL Frame Buffer

Per Vertex
Operations &
Primitive

Assembly
Per Fragment
Operations

Polynomial
Evaluator

Display
List

¥

Rasterization P
Texture
Memory

Pixel
Operations

GTComputer Graphics’
N NTUST CSIE Laboratory

G What is Buffers

 Define a buffer by its spatial resolution (n x m) and its depth (or
precision) k, the number of bits/pixel

pixel

G'I Computer Graphics’
N NTUST CSIE Laboratory

G OpenGL Frame Buffers

« Color buffers can be displayed

« Front
« Back
* Auxiliary
y . Overl stencil buffer
verlay ‘accumulafion buffer
- Depth overlay planes

auxiliory buffers
color indices

depth buffer

m back buffer

front buffer

|« Accumulation

+ High resolution buffer
¢ Stencil

* Holds masks

GTComputer Graphics’
N NTUST CSIE Laboratory

G Color Buffer

The image that you see on screen.

G'I Computer Grapnics.,

WTUST CSIE Lasaratery

G Depth Buffer

The depth values of pixels

GT_Computer Graphics’

NTUST CSIE Labaratory
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Stencil Buffer

Stencil plays as a mask and indicates which pixels
can be modified

[T ————— ) [T——————— ) )

Without stencil With stencil

5/17/2019

Accumulation Buffer

* Accumulate information

« Soft Shadows
* Motion Blurs
* Depth of Field

23
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Project 1: Trains and Roller Coasters

Overview

In this project, you will create a train that will ride around on a track. When the track leaves the ground
(or is very hilly), the train becomes more like a roller coaster.

M Train and Roller, Coaster D@ E@@

Run | «| M| Rrclengtn
speedl 2.00 I I
| World Train | Top |
Cardinal Cubic
Cubic B-5pline
Spline Type

Add Point | Delete Pain
Load | Save | Reset |

R+§| R—Kl R+§] R—Zl

Simple Track

Road Rail

Fancy Rails
| Ties SimEIe| NDALl

hninlnnl |

Once it becomes a roller coaster, loops, corkscrews, and other things become possible

M Train and Roller, Coaster. E]E] g@@

Run_| «| »|Rrclength

speed|z00 | ]

["word | Tran | Top |

Linear
Cardinal Cuhic

Cubic B-5

Spline Type

Add Point | Delete Poing
Load | Save | Reset |
R+ R-#| R+2Z|R-Z|

Sirmnple Track

Road Rail
Fancy Rails

I Ti iy e | I bl Sl I

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5c5d4d238a7bf&sid=5c5d4d2439990
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The main purposes of this project is to demonstrate your fundamental knowledge in Computer Graphics
and to give you experience in working with a game engine (Unity, Unreal, or blender). The core of the
project is a program that creates a 3D world, and to allow the user to place a train (or roller coaster)
track in the world. This means that the user needs to be able to see and manipulate a set of control
points that define a curve to represent the track, and that you can draw the track and animate the train
moving along the track. It will also force you to use the game engine to create a fundamental interactive
framework and proper user interfaces. The framework will be similar to the framework provided for
Introduction to Computer Graphics and you can use it as a reference.

Requirements

Basically in this project you will need to:
e Create a framework as this one in your chosen game engine.

1.
2. You must have a "ground" (so the track isn't just in space).

3.

4. Allow for the control points to be saved and loaded from text files in the format used by the

¢

Provide a user interface to look around the world, as well as providing a "top down" view.
Provide a user interface that allows control points to be added, removed, or repositioned.

example solution.

. Provide lighting.
. Allow things to be animated (have a switch that allows the train to start/stop), as well as

allowing for manually moving the train forward and backwards.

. You should have a slider (or some control) that allows for the speed of the train to be adjusted

(how far the train goes on each step, not the number of steps per second).

e Add the basic functionality:

o

o}

o

Draw a track based on the control points.

1. Rail ties: ties are the cross pieces on railroad tracks. Getting them right (uniformly spaced)
requires good arc-length parameterization. In the example code, you can turn the arc-
length parameterization on and off to see the difference.

2. Arc-length parameterization: Having your train move at a constant velocity (rather than
moving at a constant change of parameter value) makes things better. Implementing this is
an important step towards many other advanced features. You should allow arc-length
parameterization to be switched on and off to emphasize the difference, you should also
provide a speed control.

3. Control the orientation of track: the simple schemes for orienting the train break down in
3D - in particular, when there are loops. Make it so that your train consistently moves along
the track (so its under the track at the top of a loop).

= One good way to provide for proper orientations is to allow the user to control which
direction is "up" at points along the curve. This allows you to do things like corkscrew
roller coasters. The sample solution does this (its why the framework has an
orientation vector for each control point). Note that the train still needs to face forward,
the given orientation is just a hint as to which way up should be.
Simple physics: Roller coasters do not go at constant velocities - they speed up and slow
down. Simulating this (in a simple way) is really easy once you have arc-length
parameterization. Remember that Kinetic Energy - Potential Energy should remain constant (or
decrease based on friction). This lets you compure what the velocity should be based on how
high the roller coaster is. Even Better is to have "Roller Coaster Physics" - the roller coaster is
pulled up the first hill at a constant velocity, and "dropped " where it goes around the track in
"free fall." You could even have it stop at the platform to pick up people. Note: you should
implement arc-length first. Once you get it right it is much easier.
Draw a train on that track.

1. Have the train oriented correctly on the track.

2. Have a rider: Little people who put their hands up as they accelerate down the hill are a
cool addition. (I don't know why putting your hands up makes roller coasters more fun, but
it does). The hands going up when the train goes down hill is a requirement.

3. Headlight for the Train: Have the train have a headlight that actually lights up the objects in
front of it. This is actually very tricky since it requires local lighting, which isn't directly
supported.

4. Multiple cars

5. Have Real Train Wheels: Real trains have wheels at the front and back that are both on
the track and that swivel relative to the train itself. If you make real train wheels, you'll need
arc-length parameterization to keep the front and rear wheels the right distances apart
(make sure to draw them so we can see them swiveling when the train goes around a tight
turn).

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5c5d4d238a7bf&sid=5c5d4d2439990
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In the sample solution, the wheels are trucked (they turn independently), but each car still
rotates around its center (so its as if they are floating above the wheels). You can do better
than that.

¢ Add advanced features

1. Add shadow: shadow gives the user sense of space. It is important to add shadow in the
interactive graphics applications.

2. Non-Flat Terrain for the ground: This is mainly interesting if you have the train track follow the
ground (maybe with tressles or bridges if the ground is too bumpy).

3. Have the train make smoke: Steam trains are the coolest trains, even if they are being a roller
coaster. Having some kind of smoke coming from the train's smoke stack would be really neat.
Animate the smoke (for example, have "balls of smoke" that move upward and dissipate).

4. Add sky with sky box, sky plane, sky sphere, and etc.

5. Load in models created by blender, Maya, 3DMax, and other 3D tools.

6. Scenery: having other (non-moving) objects in the world gives you something to look at when
you ride the train.

7. 3 Shaders: Graphics Processing Unit(GPU) has become very important aspect in graphics. We
would like to explore the usage of them such as environment map, particle simulation, water
simulation, and so on. Everyone has to write 3 shaders

Grading Criterion

This project is similar to those in Project 3 and Project 4 in Introduction to Computer
Graphics. Therefore, the score is the advance features in Project 3 and Project4 without the water feature (we will implement

it in P2). Here is the grading sheet.

What to handin

¢ areadme.txt which should explain the following:
1. Alist of all the features that you have added, including a description, and an explanation of how
you know that it works correctly.
2. A discussion of any important, technical details (like how you compute the coordinate system
for the train, or what method you use to compute the arc length)
3. Anything else we should know to compile and use your progra
e 3 screen shots
e Source code and media information
e A 1~2 minutes video

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5c5d4d238a7bf&sid=5c5d4d2439990
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Project 2: Ray Tracer

Introduction

In computer graphics, ray tracing is a technique for generating an image by tracing the path of light
through pixels in an image plane and simulating the effects of its encounters with virtual objects. The
technique is capable of producing a very high degree of visual realism, usually higher than that of
typical scanline rendering methods, but at a greater computational cost. This makes ray tracing best
suited for applications where the image can be rendered slowly ahead of time, such as in still images
and film and television visual effects, and more poorly suited for real-time applications like video
games where speed is critical. Ray tracing is capable of simulating a wide variety of optical effects,
such as reflection and refraction, scattering, and dispersion phenomena (such as chromatic
aberration).

In this project, you will build a program called Ray that will generate ray-traced images of complex
scenes. The ray tracer should trace rays recursively using the Whitted illumination model.

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5c5d4f6c96292&sid=5c5d4f6cb0ae? 1/8
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shadow ray

mirror
scene object
trace ray
spectator trace ray
shadow
trace ray
screen-Pixels shadows

Algorithm Overview

Optical ray tracing describes a method for producing visual images constructed in 3D computer
graphics environments, with more photorealism than either ray casting or scanline rendering
techniques. It works by tracing a path from an imaginary eye through each pixel in a virtual screen,
and calculating the color of the object visible through it.

Scenes in ray tracing are described mathematically by a programmer or by a visual artist (typically
using intermediary tools). Scenes may also incorporate data from images and models captured by
means such as digital photography.

Typically, each ray must be tested for intersection with some subset of all the objects in the scene.
Once the nearest object has been identified, the algorithm will estimate the incoming light at the point
of intersection, examine the material properties of the object, and combine this information to calculate
the final color of the pixel. Certain illumination algorithms and reflective or translucent materials may
require more rays to be re-cast into the scene.

It may at first seem counterintuitive or "backwards" to send rays away from the camera, rather than
into it (as actual light does in reality), but doing so is many orders of magnitude more efficient. Since
the overwhelming majority of light rays from a given light source do not make it directly into the
viewer's eye, a "forward" simulation could potentially waste a tremendous amount of computation on
light paths that are never recorded.

Therefore, the shortcut taken in raytracing is to presuppose that a given ray intersects the view frame.

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5c5d4f6c96292&sid=5c5d4f6cb0ae?
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After either a maximum number of reflections or a ray traveling a certain distance without intersection,
the ray ceases to travel and the pixel's value is updated.

RAY TRACING
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Pros and Cons

¢ Advantages over other rendering methods:
Ray tracing's popularity stems from its basis in a realistic simulation of lighting over other
rendering methods (such as scanline rendering or ray casting). Effects such as reflections
and shadows, which are difficult to simulate using other algorithms, are a natural result of the
ray tracing algorithm. The computational independence of each ray makes ray tracing
amenable to parallelization.

¢ Disadvantages:
A serious disadvantage of ray tracing is performance (while it can in theory be faster than
traditional scanline rendering depending on scene complexity vs. number of pixels on-
screen). Scanline algorithms and other algorithms use data coherence to share computations
between pixels, while ray tracing normally starts the process anew, treating each eye ray
separately. However, this separation offers other advantages, such as the ability to shoot
more rays as needed to perform spatial anti-aliasing and improve image quality where
needed.
Although it does handle interreflection and optical effects such as refraction accurately,
traditional ray tracing is also not necessarily photorealistic. True photorealism occurs when
the rendering equation is closely approximated or fully implemented. Implementing the
rendering equation gives true photorealism, as the equation describes every physical effect
of light flow. However, this is usually infeasible given the computing resources required.
The realism of all rendering methods can be evaluated as an approximation to the equation.
Ray tracing, if it is limited to Whitted's algorithm, is not necessarily the most realistic.
Methods that trace rays, but include additional techniques (photon mapping, path tracing),
give far more accurate simulation of real-world lighting.

The Basic Task

for every pixel {
cast a ray from the eye
for every object in the scene {
find intersections with the ray keep it if closest

}

compute color at the intersection point

Required Functionality

We'll describe these requirements in more detail afterwards:

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5c5d4f6c96292&sid=5c5d4f6cb0ae?
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. Parse in the scene, material, light and other informations. (5%)

. Fast local rendering with OpenGL. (5%)

. Generate the tracing rays from the camera. (5%)

. Use the intersection mechanism in Engine for ray-object intersection computation. (5%)

. Implement the Whitted illumination model, which includes Phong shading (emissive, ambient,
diffuse, and specular terms) as well as reflection and refraction terms. You only need to handle
directional and point light sources, i.e. no area lights, but you should be able to handle multiple
lights. (20%)

. Implement Phong interpolation of normals on triangle meshes. (10%)

. Implement anti-aliasing. Regular super-sampling is acceptable, more advanced anti-aliasing will
be considered as an extension. (10%)

. Implement data structures that speed up the intersection computations in large scenes. There will
be a contest at the end of the project to determine the team with the fastest ray tracer. (10%)
Notes on Whitted's illumination model
The first three terms in Whitted's model will require you to trace rays towards each light, and the
last two will require you to recursively trace reflected and refracted rays. (Notice that the number
of reflected and refracted rays that will be calculated is limited by the "depth" setting in the ray
tracer. This means that to see reflections and refraction, you must set the depth to be greater than
zero!)

When tracing rays toward lights, you should look for intersections with objects, thereby rendering
shadows. If you intersect a semi-transparent object, you should attenuate the light, thereby
rendering partial (color-filtered) shadows, but you may ignore refraction of the light source.
The skeleton code doesn't implement Phong interpolation of normals. You need to add code for
this (only for meshes with per-vertex normals.)
Here is a document that lists equations that will come in handy when writing your shading and ray
tracing algorithms.
Anti-aliasing
Once you've implemented the shading model and can generate images, you will notice that the
images you generated are filled with "jaggies". You should implement an anti-aliasing technique to
smooth these rough edges. In particular, you are required to perform super-sampling and
averaging down. You should provide a slider which allows the user to control the number of
samples per pixel (1, 4, 9 or 16 samples). You need only implement a box filter for the averaging
down step. More sophisticated anti-aliasing methods are left as bells and whistles below.
Acclerated ray-surface intersection
The goal of this portion of the assignment is to speed up the ray-surface intersection module in
your ray tracer. In particular, we want you to improve the running time of the program when ray
tracing complex scenes containing large numbers of objects (they are usually triangles). There
are two basic approaches to do this:

1. Specialize and optimize the ray-object intersection test to run as fast as possible.

2. Add data structures that speed the intersection query when there are many objects.
Most of your effort should be spent on approach 2, i.e. reducing the number of ray-object
intersection tests. You are free to experiment with any of the acceleration schemes described in
Chapter 6, "A Survey of Ray Tracing Acceleration Techniques," of Glassner's book. Of course,
you are also free to invent new acceleration methods.
Make sure that you design your acceleration module so that it is able to handle the current set of
geometric primitives - that is, triangles spheres, squares, boxes, and cones.
The sample scenes include several simple scenes and three complex test scenes: trimesh1,
trimesh2, and trimesh3. You will notice that trimesh1 has per-vertex normals and materials, and
trimesh2 has per-vertex materials but not normals. Per-vertex normals and materials imply
interpolation of these quantities at the current ray-triangle intersection point (using barycentric
coordinates).

hat to hand in?

your hand-in must be put in a directory with your student ID and the following is the list of hand-in

files under the directory.

Program and source: As usual, you must hand in everything needed to build and run your
program, including all texture files and other resources.
Gallery: Please put a few JPG pictures of the rendering results at least three. Please name the
pictures ID-X.jpg (where X is a number).
Read-me.txt:

o Instructions on how to use your program (in case we want to use it when you're not around)
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o Descriptions of what your program does to meet all of the minimum requirements.
Technical.txt:
o The report could contain a description of this project, what you have learned from this project,
description of the algorithm you implemented, implementation details, results (either good or
bad), and what extensions you have implemented.

Extra Effects

Here are some examples of effects you can get with ray tracing. Currently none of these were created
from past students' ray tracers.

Implement an adaptive termination criterion for tracing rays, based on ray contribution. Control
the adaptation threshold with a slider.

Implement stochastic (jittered) supersampling. See Glassner, Chapter 5, Section 4.1 - 4.2 and the
first 4 pages of Section 7

Modify shadow attenuation to use Beer's law, so that the thicker objects cast darker shadows
than thinner ones with the same transparency constant. (See Shirley p. 214.)

Include a Fresnel term so that the amount of reflected and refracted light at a transparent surface
depend on the angle of incidence and index of refraction. (See Shirley p. 214.)

Add a menu option that lets you specify a background image to replace the environment's
ambient color during the rendering. That is, any ray that goes off into infinity behind the scene
should return a color from the loaded image, instead of just black. The background should
appear as the backplane of the rendered image with suitable reflections and refractions to it.
Deal with overlapping objects intelligently. In class, we discussed how to handle refraction for
non-overlapping objects in air. This approach breaks down when objects intersect or are wholly
contained inside other objects. Add support to the refraction code for detecting this and handling it
in a more realistic fashion. Note, however, that in the real world, objects can't coexist in the same
place at the same time. You will have to make assumptions as to how to choose the index of
refraction in the overlapping space. Make those assumptions clear when demonstrating the
results.

Implement spot lights.

Implement antialiasing by adaptive supersampling, as described in Glassner, Chapter 1, Section
4.5 and Figure 19 or in Foley, et al., 15.10.4. For full credit, you must show some sort of
visualization of the sampling pattern that results. For example, you could create another image
where each pixel is given an intensity proportional to the number of rays used to calculate the
color of the corresponding pixel in the ray traced image. Implementing this bell/whistle is a big
win -- nice antialiasing at low cost.

Add some new types of geometry to the ray tracer. Consider implementing torii or general
quadrics. Many other objects are possible here.

Implement more versatile lighting controls, such as the Warn model described in Foley 16.1.5.
This allows you to do things like control the shape of the projected light.

Implement stochastic or distributed ray tracing to produce one or more or the following

effects: depth of field, soft shadows, motion blur, glossy reflection (See Glassner, chapter 5, or
Foley, et al., 16.12.4).

Add texture mapping support to the program. To get full credit for this, you must add uv
coordinate mapping to all the built-in primitives (sphere, box, cylinder, cone) except trimeshes.
The square object already has coordinate mapping implemented for your reference. The most
basic kind of texture mapping is to apply the map to the diffuse color of a surface. But many other
parameters can be mapped. Reflected color can be mapped to create the sense of a surrounding
environment. Transparency can be mapped to create holes in objects. Additional (variable) extra
credit will be given for such additional mappings. The basis for this bell is built into the skeleton,
and the parser already handles the types of mapping mentioned above. Additional credit will be
awarded for quality implementation of texture mapping on general trimeshes.

Implement bump mapping (Watt 8.4; Foley, et al. 16.3.3). Check this out!

Implement solid textures or some other form of procedural texture mapping, as described in
Foley, et al., 20.1.2 and 20.8.3. Solid textures are a way to easily generate a semi-random texture
like wood grain or marble.

Extend the ray-tracer to create Single Image Random Dot Stereograms (SIRDS). Click here to
read a paper on how to make them. Also check out this page of examples. Or, create 3D images
like this one, for viewing with red-blue glasses.

Implement 3D fractals and extend the .ray file format to provide support for these objects. Note
that you are not allowed to "fake" this by just drawing a plain old 2D fractal image, such as the
usual Mandelbrot Set. Similarly, you are not allowed to cheat by making a .ray file that arranges
objects in a fractal pattern, like the sier.ray test file. You must raytrace an actual 3D fractal, and
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your extension to the .ray file format must allow you to control the resulting object in some
interesting way, such as choosing different fractal algorithms or modifying the base pattern used
to produce the fractal. Here are two really good examples of raytraced fractals that were
produced by students during a previous quarter: Example 1, Example 2. And here are a couple
more interesting fractal objects: Example 3, Example 4

Implement 4D quaternion fractals and extend the .ray file format to provide support for these
objects. These types of fractals are generated by using a generalization of complex numbers
called quaternions. What makes the fractal really interesting is that it is actually a 4D object. This
is a problem because we can only perceive three spatial dimensions, not four. In order to render a
3D image on the computer screen, one must "slice" the 4D object with a three dimensional
hyperplane. Then the points plotted on the screen are all the points that are in the intersection of
the hyperplane and the fractal. Your extension to the .ray file format must allow you to control the
resulting object in some interesting way, such as choosing different generating equations,
changing the slicing plane, or modifying the surface attributes of the fractal. Here are a few
examples, which were created using the POV-Ray raytracer (yes, POV-Ray has quaternion
fractals built in!): Example 1, Example 2,Example 3, Example 4. And, this is an excellent example
from a previous quarter. To get started, visit this web page to brush up on your quaternion math.
Then go to this site to learn about the theory behind these fractals. Then, you can take a look

at this page for a discussion of how a raytracer can perform intersection calculations.

Implement a more realistic shading model. Credit will vary depending on the sophistication of the
model. A simple model factors in the Fresnel term to compute the amount of light reflected and
transmitted at a perfect dielectric (e.g., glass). A more complex model incorporates the notion of a
microfacet distribution to broaden the specular highlight. Accounting for the color dependence in
the Fresnel term permits a more metallic appearance. Even better, include anisotropic reflections
for a plane with parallel grains or a sphere with grains that follow the lines of latitude or longitude.
Sources: Shirley, Chapter 24, Watt, Chapter 7, Foley et al, Section 16.7; Glassner, Chapter 4,
Section 4; Ward's SIGGRAPH '92 paper; Schlick's Eurographics Rendering Workshop '93 paper.
This all sounds kind of complex, and the physics behind it is. But the coding doesn't have to be. It
can be worthwhile to look up one of these alternate models, since they do a much better job at
surface shading. Be sure to demo the results in a way that makes the value added clear.
Theoretically, you could also invent new shading models. For instance, you could implement

a less realistic model! Could you implement a shading model that produces something that looks
like cel animation? Variable extra credit will be given for these "alternate" shading models. Links
to ideas: Comic Book Rendering. Note that you must still implement the Phong model.
Implement CSG, constructive solid geometry. This extension allows you to create very interesting
models. See page 108 of Glassner for some implementation suggestions. An excellent example
of CSG was built by a grad student here in the grad graphics course.

Add a particle systems simulation and renderer (Foley 20.5, Watt 17.7, or see instructor for more
pointers).

Implement caustics by tracing rays from the light source and depositing energy in texture maps
(a.k.a., illumination maps, in this case). Caustics are variations in light intensity caused by
refractive focusing--everything from simple magnifying-glass points to the shifting patterns on the
bottom of a swimming pool. A paper discussing some methods. 2 bells each for refractive and
reflective caustics. (Note: caustics can be modeled without illumination maps by doing "photon
mapping", a monster bell described below.) Here is a really good example of caustics that were
produced by two students during a previous quarter: Example

Advance Technology

There are innumerable ways to extend a ray tracer. Think about all the visual phenomena in the real
world. The look and shape of cloth. The texture of hair. The look of frost on a window. Dappled
sunlight seen through the leaves of a tree. Fire. Rain. The look of things underwater. Prisms. Do you
have an idea of how to simulate this phenomenon? Better yet, how can you fake it but get something
that looks just as good? You are encouraged to dream up other features you'd like to add to the base
ray tracer. Obviously, any such extensions will receive variable extra credit depending on merit (that is,
coolness!). Feel free to discuss ideas with the course staff before (and while) proceeding!

e Sub-Surface Scattering
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The trace program assigns colors to pixels by simulating a ray of light that travels, hits a
surface, and then leaves the surface at the same position. This is good when it comes to
modeling a material that is metallic or mirror-like, but fails for translucent materials, or
materials where light is scattered beneath the surface (such as skin, milk, plants... ).
Check this paper out to learn more.

e Metropolis Light Transport

=3
1]

2N

Not all rays are created equal. Some light rays contribute more to the image than others,
depending on what they reflect off of or pass through on the route to the eye. Ideally, we'd like to
trace the rays that have the largest effect on the image, and ignore the others. The problem is:
how do you know which rays contribute most? Metropolis light transport solves this problem by
randomly searching for "good" rays. Once those rays are found, they are mutated to produce
others that are similar in the hope that they will also be good. The approach uses statistical
sampling techniques to make this work. Here's some information on it, and a neat picture.
Photon Mapping

Photon mapping is a powerful variation of ray tracing that adds speed, accuracy and versatility.
It's a two-pass method: in the first pass photon maps are created by emitting packets of energy
photons) from the light sources and storing these as they hit surfaces within the scene. The scene
is then rendered using a distribution ray tracing algorithm optimized by using the information in
the photon maps. It produces some amazing pictures. Here's some information on it.

Reference

e General
1. An Improved lllumination Model for Shaded Display, T. Whitted, CACM, 1980, pp 343-349
2. An Introduction to Ray Tracing, Andrew S. Glassner. (Chap. 6 for acceleration)

e Space Subdivision
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1. Ray Tracing with the BSP Tree, K Sung & P. Shirley. Graphics Gems III.

2. ARTS: Accelerated Ray-Tracing System, A. Fujimoto et. al. CG&A April 1986, pp 16-25.

3. A Fast Voxel Traversal Algorithm for Ray Tracing, J. Amanatides & A. Woo. Eurographics'87,
pp 3-9

4. Faster Ray Tracing Using Adaptive Grids, K. Klimaszewski & T. Sederberg. CG&A Jan. 1997,
pp 42-51 (It is claimed to be the fastest algorithm so far.)

¢ Hierarchical Bounding Volume

1. Automatic Creation of Object Hierarchies for Ray Tracing, J. Goldsmith & J. Salmon. CG&A
May 1987, pp 14-20.

2. Efficiency Issues for Ray Tracing, B. Smits. Journal of Graphics Tools, Vol. 3, No. 2, pp. 1-14,
1998.

3. Ray Tracing News, Vol. 10, No. 3.

e Tips

1. Fast Ray-Box Intersection, A. Wu Graphics Gems.

2. Improved Ray Tagging for Voxel-Based Ray Tracing, D. Kirk & J. Arvo. Graphics Gems. I

3. Rectangular Bounding Volumes for Popular Primitives, B. Trumbore. Graphics Gems. IlI

4. A Linear-Time Simple Bounding Volumn Algorithm, X. Wu. Graphics Gems. llI

5. A Fast Alternative to Phong's Specular Model, Christophe Schlick Graphics Gems IV.

6. Voxel Traversal along a 3D Line, D. Cohen. Graphics Gems. V.

7. Faster Refraction Formula, and Transmission Color Filtering, Ray Tracing News, Vol. 10, No.
1.
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Project 3: Incremental Instant Radiosity
Implementation

Introduction

Instant radiosity is important techniques for real-time global illuminatio which is a fundamental
procedure for instant rendering from the radiance equation. Operating directly on the textured scene
description, the very efficient and simple algorithm produces photorealistic images without any finite
element kernel or solution discretization of the underlying integral equation. However, its efficiency is
still limited. In addition to regenerating all point light sources, incremental instant radiosity is porposed
for rendering single-bounce indirect illumination in real time on currently available graphics hardware.
The method is based on the instant radiosity algorithm, where virtual point lights (VPLs) are generated
by casting rays from the primary light source. Hardware shadow maps are then employed for
determining the indirect illumination from the VPLs. Our main contribution is an algorithm for reusing
the VPLs and incrementally maintaining their good distribution. As a result, only a few shadow maps
need to be rendered per frame as long as the motion of the primary light source is reasonably smooth.
This yields real-time frame rates even when hundreds of VPLs are used.

m IR: 176 ms {~5 fps)] @ 500 x 500

i Tweakfar il
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Simple Algorithm Overview

Instant radiosity process: For a full description of the algorithm, see the original paper.... However,
here is a (very) brief overview. At runtime, a number of photons are selected from the lightsources to
be cast into the scene. In addition, the mean reflectivity r of the scene is calculated. Initially there

are N photons. For each photon, the scene is rendered, placing a point light source at the origin of the
photon. Then, rN of these photons are cast into the scene. When a photon hits a surface, it is
attenuated by the diffuse component of that surface. Then the scene is rendered again, with the point

lightsource appropriately moved. 2N of the original points continue on to a second bounce.
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Incremental Instant Radiosity

The process is repeated until all of the paths are complete.

2nd Pass

In essence, this algorithm is generating an increasingly accurate approximation of the average
radiance for every point in the scene with the rendering pass.

Incremental process:
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You must first justistify the existence of each VPLs because the generation rays may be occluded due
to the movement of the light sources and objects. You must remove all invalid VPLs. You must also
adjust the contribution of valid VPLs. Furthermore, you must increase the VPLs to the desired
numbers. Finally, you render the scene with all existing VPLs.

Pros and Cons

The advantages and disadvantages of the incremental instant radiosity is as follows:
Significant advantages:
¢ Can use OpenGL hardware to decrease rendering time
e Computed solution can be displayed directly
* Low memory requirements, since it works in image space rather than creating matrix elements
¢ Algorithm can be extended to allow specular surfaces
* Radience contribution from textures is directly computed
Disadvantages:
« View dependent (although Keller does present a method of generating walk-throughs in the
paper)
e This method is not terribly accurate, it generates nice pictures, but should not be used for
predictive results.
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¢ Final output quality is dependant on hardware capabilities. For instance, the accumulation buffer
needs to be fairly deep to allow large numbers of images to be composited.

e Doesn't work as well on scenes lit primarily by indirect lighting. Since it uses a quasi-random walk
to distribute photons, several hundred frames may be required to get photons to arrive where they
are needed.

The Basic Task

Radiosity is a global illumination algorithm that handles diffuse interreflections between surfaces.

L(y, Ujfr) — Le(ya u_j’»")
+/ fr(&i,y, &r) L(R(y, &), —@:)
Q

Instant Radiosity uses a Quasi-Monte Carlo approach to solve this integral and creates point light
sources at each bounce for rays cast from the light source. If the light sources and resulting bounces
are sampled adequately, this yields a good approximation of the global lighting in the scene. The core
algorithm (with indicated modifications)is as follows:

void InstantRadiosity(int N, double 7)
{
double w, Start; int End, Reflections = 0;
Color L; Point y; Vector &;
Start = End = N;
while (End = 0)
{
Start *= g;
for(int ¢ = (int) Start; i < End; i++)
{
// Select starting point on light source
y = yo(P2(i), Pa(i));
L = L.(y)+ supp L.;
w = N;
// trace reflections
for(int j = 0; 3 <= Reflections; j++)
{
Create light source with
intensity L/[w)
// diffuse scattering
@ = GalPry,, (1), Py, o ()5
//trace ray from y into direction &
y = hiy,&);
// Attenuate and compensate
L *= fa(y) ¢ AttenvationFactor;
w *= p;
}
}
Reflections++;
End = (int) Start;
¥
}

Required Functionalities

Use P1's parser to parse in the scene, material, light and other informations.

. Fast local rendering with OpenGL.

. Shoot out light rays from light sources to generate VPLs. (5%)

. Visualize these VPLs with OpenGL. (5%)

. Generate a shadow map for each VPL. (10%)

. Rendering the scene by raserizing all scene triangles by shading with all VPLs with their shadow
map. (10%)

o gAW®WN

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5c5d4f6ed9ef6&sid=5c5d4f6eedel1a 3/7



2019/5/17 Computer Graphics Lab | NTUST CSIE

7. Dynamics updating the characteristics of VPLs with incremenatl instant radiosity. (25%)
1. Remove invalid VPLs.
2. Adjust valid VPLs.
3. Add new VPLs.

8. Acceleration with KD-tree or BVH (15%)

What to Hand in

All your hand-in must be put in a directory with your student ID and the following is the list of hand-in
files under the directory.
e Program and source: As usual, you must hand in everything needed to build and run your
program, including all texture files and other resources.
o Gallery: Please put a few JPG pictures of the rendering results at least three. Please name the
pictures ID-X.jpg (where X is a number).
¢ Read-me.txt:
o Instructions on how to use your program (in case we want to use it when you're not around)
o Descriptions of what your program does to meet all of the minimum requirements.
e Technical.txt:
o The report could contain a description of this project, what you have learned from this project,
description of the algorithm you implemented, implementation details, results (either good or
bad), and what extensions you have implemented.

Advanced Technologies

e Sampling on area lights
Sampling is used to approximate an integral of a function as the average of the function evaluated
at a set of points. Mathematically:

1 1 X
/ﬂ flu)du =~ N Ef(fr,)

If Xi = i/N, the sampling is rectangular. If Xi is pseudo random or random, we call it as Monte
Carlo sampling. If the sequence Xi has a low discrepancy, we term it as Quasi-Monte Carlo
sampling. Loosely speaking, low discrepancy implies that a graphical representation of the
sequence does not have regions of unequal sample density. For instance,consider the images
below: the image to the left has low discrepancy.

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5c5d4f6ed9ef6&sid=5c5d4f6eedel1a
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1. Halton sampling is a Quasi Monte Carlo sampling technique that is deterministic. In 2D, it
uses pairs of numbers generated from Halton sequences. These sequences are based on a
prime number and can be constructed as follows: Pick a prime P and the number of desired
samples N. Divide the interval [0,1] in this fashion: 1/p, 1/p"2, 2/p"2, ... p"2/p*2, 1/p"3 .. till N
unique fractions are created. To generate a sample in 2D, pick primes P, Q ,generate the
corresponding sequences and pair the numbers. It is recommended that the first 20 samples
are discarded for higher primes due to a high correlation between those pairs.

2. Poisson Disk Sampling is a form of Poisson sampling where samples are guaranteed to be
separated by a specified distance (radius). There are numerous techniques to generate
Poisson Disk Samples efficiently such as [8] and [9]. However, for a low number of samples,
we used the Dart Throwing technique and cache results. To do this, we generate points and
discard those that do not meet the radius criterion. This process is continued till N points are
reached. In our implementation, we create different sets of samples such that the same set is
used for a specific bounce. We believe that this is similar to the approach taken in the original
paper where each reflection uses samples based on a set of primes (2j+2, 2j+3) where j is
the reflection count.

3. Picking the right sampling is the key to getting impressive results using IR. Sampling is used
in two areas in this project: to pick points on the light source, and to choose direction to shoot
rays from the selected point. Each of these requires a mapping from samples on a unit
square to those on triangles or on hemispheres. Fortunately, these are described in Graphics
Gems Il (relevant page available on Google books). These samples need to be weighted
based on the area of triangle. Further, there are other technical considerations that affect
scene independent implementations. For instance, increasing the number of samples per
light source will result in a brighter scene unless the intensity of the original samples are
weighted accordingly. Similarly, in open environments,the intensity of each light needs to be
attenuated by the total number of created lights (and not estimated hits).

¢ Lightcuts:
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Lightcuts is a scalable framework for computing realistic illumination. It handles arbitrary
geometry, non-diffuse materials, and illumination from a wide variety of sources including
point lights, area lights, HDR environment maps, sun/sky models, and indirect illumination. At
its core is a new algorithm for accurately approximating illumination from many point lights
with a strongly sublinear cost. We show how a group of lights can be cheaply approximated
while bounding the maximum approximation error. A binary light tree and perceptual metric
are then used to adaptively partition the lights into groups to control the error vs. cost
tradeoff.

We also introduce reconstruction cuts that exploit spatial coherence to accelerate the
generation of anti-aliased images with complex illumination. Results are demonstrated for
five complex scenes and show that lightcuts can accurately approximate hundreds of
thousands of point lights using only a few hundred shadow rays. Reconstruction cuts can
reduce the number of shadow rays to tens.

e Many light

‘

Renndering complex scenes with indirect illumination, high dynamic range environment lighting,
and many direct light sources remains a challenging problem. Prior work has shown that all these
effects can be approximated by many point lights. This paper presents a scalable solution to the
many-light problem suitable for a GPU implementation. We view the problem as a large matrix of
samplelight interactions; the ideal final image is the sum of the matrix columns. We propose an
algorithm for approximating this sum by sampling entire rows and columns of the matrix on the
GPU using shadow mapping. The key observation is that the inherent structure of the transfer
matrix can be revealed by sampling just a small number of rows and columns. Our prototype
implementation can compute the light transfer within a few seconds for scenes with indirect and
environment illumination, area lights, complex geometry and arbitrary shaders. We believe this
approach can be very useful for rapid previewing in applications like cinematic and architectural
lighting design.

Reference

[1] Keller, Alexander, "Instant Radiosity", Proceedings of the 24th Annual Conference on Computer
Graphics and Interactive Techniques, July, 1997

[2] Samuli Laine, Hannu Saransaari, Janne Kontkanen, Jaakko Lehtinen, and Timo Aila, "Incremental
Instant Radiosity for Real-Time Indirect lllumination"

in, "Proc. EGSR 2007", June 2007

Results
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22552, Incremental Instant Radiosity Implementation — 212552

M{E#, Incremental Instant Radiosity Implementation -- FR{E7#

={~ £, Incremental Instant Radiosity Implementation -- ={~ £

Hong-Wen Huang, Incremental Instant Radiosity Implementation -- £5/52
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Project 4: Ambient Occlusion and Contour

Introduction

CoLor ID Masks AMBIENT OCCLUSION CAST SHADOWS GLOsS HIGHLIGHTS Rim LiGHT MAIN SPOTLIGHT PaINTOVER MAGIC

Ambient occlusion is a shading and rendering technique used to calculate how exposed each point in
a scene is to ambient lighting. For example, the interior of a tube is typically more occluded (and
hence darker) than the exposed outer surfaces, and the deeper you go inside the tube, the more
occluded (and darker) the lighting becomes. Ambient occlusion can be seen as an accessibility value
that is calculated for each surface point. In scenes with open sky this is done by estimating the
amount of visible sky for each point, while in indoor environments only objects within a certain radius
are taken into account and the walls are assumed to be the origin of the ambient light. The result is a
diffuse, non-directional shading effect that casts no clear shadows but that darkens enclosed and
sheltered areas and can affect the rendered image's overall tone. It is often used as a post-processing
effect.

Unlike local methods such as Phong shading, ambient occlusion is a global method, meaning that the
illumination at each point is a function of other geometry in the scene. However, it is a very crude
approximation to full global illumination. The appearance achieved by ambient occlusion alone is
similar to the way an object might appear on an overcast day.
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silhouette contours contours and

suggestive contours

When artists design imagery to portray a visual scene, they need not just render visual information
veridically. They can select the visual cues to portray, and adapt the information each carries. Their
results can depart dramatically from natural scenes, but can nevertheless convey visual information
effectively, because viewers' perceptual inferences still work flexibly to arrive at a consistent
understanding of the imagery.

We suggest that lines in line-drawings can convey information about shape in this indirect way, and
work to develop tools for realizing such lines automatically in non-photorealistic rendering. In the figure
above, the picture on the left renders silhouettes. The picture in the center renders occluding contours,
and shows that contours, on their own, can be quite limited in the information they convey about
shape. The picture on the right, however, includes additional lines we call suggestive contours that
convey an object's shape consistently and precisely.

Pros and Cons

Screen-space Ambient Occlusion advantages:
¢ Advantages:

o

o

o

o

o

Independent from scene complexity.

No pre-processing, no memory allocation in RAM
Works with dynamic scenes

Works in the same way for every pixel

No CPU usage: executed completely on GPU

¢ Disadvantages:

o

o

Local and view-dependent (dependent on adjacent texel depths)
Hard to correctly smooth/blur out noise without interfering with depth discontinuities, such as
object edges

Algorithm Overview

e Ambient Occlusion

Ambient occlusion is related to accessibility shading, which determines appearance based on
how easy it is for a surface to be touched by various elements (e.g., dirt, light, etc.). It has
been popularized in production animation due to its relative simplicity and efficiency. In the
industry, ambient occlusion is often referred to as "sky light".

The ambient occlusion shading model has the nice property of offering a better perception of
the 3D shape of the displayed objects. This was shown in a paper where the authors report
the results of perceptual experiments showing that depth discrimination under diffuse uniform
sky lighting is superior to that predicted by a direct lighting model.

The occlusion AI; at a point P on a surface with normal 7 can be computed by integrating
the visibility function over the hemisphere Q with respect to projected solid angle:

AI; = %V/(;Vl;@(ﬁ(b) dw
where VI;:‘:’ is the visibility function at ﬁ, defined to be zero if P is occluded in the direction @
and one otherwise, and dw is the infinitesimal solid angle step of the integration variable W,
A variety of techniques are used to approximate this integral in practice: perhaps the most
straightforward way is to use the Monte Carlo method by casting rays from the point P and
testing for intersection with other scene geometry (i.e., ray casting). Another approach (more
suited to hardware acceleration) is to render the view from p by rasterizing black geometry
against a white background and taking the (cosine-weighted) average of rasterized
fragments. This approach is an example of a "gathering" or "inside-out" approach, whereas
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other algorithms (such as depth-map ambient occlusion) employ "scattering" or "outside-in'
techniques.

In addition to the ambient occlusion value, a "bent normal" vector ﬁb is often generated,
which points in the average direction of unoccluded samples. The bent normal can be used
to look up incident radiance from an environment map to approximate image-based lighting.
However, there are some situations in which the direction of the bent normal is a
misrepresentation of the dominant direction of illumination, e.g.,

In this example the bent normal Ny, has an unfortunate direction, since it is pointing at an

occluded surface.
In this example, light may reach the point p only from the left or right sides, but the bent
normal points to the average of those two sources, which is, unfortunately, directly toward the
obstruction.

¢ Silouette and Suggestive contour:

A non-photorealistic rendering system to convey shape using suggestive contours and highlights.
Suggestive contours are lines that will most likely be contours if viewed at a different angle.

radial plane 1l

(b)

Contours are edges that join a polygon facing the viewer with one facing away. Drawing the contours
of a model is pretty simple, but gives you little more than a silhouette. Suggestive contours are "almost

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5c5d4f70500b8&sid=5c5d4f70562b6 3/9
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contours" or edges that would become contours in relatively nearby viewpoints. They give much more
meaningful information about a model's shape. In the bunny on the right, contours are drawn in yellow,
and suggestive contours in green. Another example of contours versus suggestive contours is below.
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\
Contours on the left, and suggestive contours on the right.

The Basic Task

¢ Ambient Occlusion

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5c5d4f70500b8&sid=5c5d4f70562b6 5/9



2019/5/17 Computer Graphics Lab | NTUST CSIE

For each hit point {
Shoot out N rays with radius R and for each ray {
Check the distance to the hit point.
If radius is smaller than R

Count 1

}

Determine the ambient occlusion based on the ray counting

}
Ambient Occlusion a
[ .
» -
. .

AO(p.n) = %/QV(p.o;))n-u)du),

« Silouette and Suggestive contours: Implementation provides a bit more detail about how contours
and suggestive contours are calculated, and how the lines are drawn.
e Contours and Suggestive Contours

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5c5d4f70500b8&sid=5c5d4f70562b6
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n

To draw the contour

lines, the first step is to calculate n-v for every point on the mesh. The vector n is the normal vector at
the point, and v is the view vector (see the figure at the above).

Contours are the places where n'v = 0. Suggestive contours, mathematically, are the set of points on
the surface at which:
1. The radial curvature K, at the point is 0 (meaning there is a point of inflection along the curve)

2. DK > 0 (meaning that the curve switches from being convex - like a mountain - to concave - like

a valley)

In the picture below (from [2]), the point p is part of the suggestive contour.

main view
c<

nearby view
c'a

Note that you also need to cull the lines for contours and suggestive contours on the back of the
mesh.

Require Functionalities

1. Parse in the scene, material, light and other informations.

2. Fast local rendering with OpenGL.

. Shoot out ambient ray from each hit points to collect the ambient occlusion with Monte Carlo
methods to determine the ambient occlusion. (15%)

. Rendering the scene with ambient occlusion (5%)

. Analyze the each object mesh to determine their silouette. (5%)

. Determine the suggestive contours (20%)

. Rendering with line drawing using silouettes and suggestive contours (5%)

. Implement Screen-space ambient occlusion with GPU. (15%)

. Implement GPU-based suggestive contours. (15%)

w

© 00 N O O b

What to Hand in

All your hand-in must be put in a directory with your student ID and the following is the list of hand-in
files under the directory.
e Program and source: As usual, you must hand in everything needed to build and run your
program, including all texture files and other resources.
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o Gallery: Please put a few JPG pictures of the rendering results at least three. Please name the
pictures ID-X.jpg (where X is a number).
¢ Read-me.txt:
o Instructions on how to use your program (in case we want to use it when you're not around)
o Descriptions of what your program does to meet all of the minimum requirements.
¢ Technical.txt:
o The report could contain a description of this project, what you have learned from this project,
description of the algorithm you implemented, implementation details, results (either good or
bad), and what extensions you have implemented.

Advance techonologies

e Ambient occlusion
o Ambient Occlusion Volumes
This paper introduces a new approximation algorithm for the near-field ambient
occlusion problem. It combines known pieces in a new way to achieve substantially
improved quality over fast methods and substantially improved performance compared
to accurate methods. Intuitively, it computes the analog of a shadow volume for ambient
light around each polygon, and then applies a tunable occlusion function within the
region it encloses. The algorithm operates on dynamic triangle meshes and produces
output that is comparable to ray traced occlusion for many scenes. The algorithm's
performance on modern GPUs is largely independent of geometric complexity and is
dominated by fill rate, as is the case with most deferred shading algorithms.
e Suggestive contour extension
1. Pen and Ink Shading:Often artists do pen and ink shading by drawing cross-hatching or
parallel lines to indicate a shadowed region. | tried to imitate this.
2. Varied Line Thickness: | tried varying the line thickness depending upon how "lit" the line was
(so the more in shadow, the thicker the line).
3. Varied Color: | tried to vary the shade of the line depending upon how lit the line was
4. Implement with Chinese ink painting.

References

1. Miller, Gavin (1994). "Efficient algorithms for local and global accessibility shading”. Proceedings
of the 21st annual conference on Computer graphics and interactive techniques. pp. 319-326.
2. Langer, M.S.; H. H. Buelthoff (2000). "Depth discrimination from shading under diffuse lighting".
Perception. 29 (6): 649—-660. doi:10.1068/p3060. PMID 11040949.
3. Oscar 2010: Scientific and Technical Awards, Alt Film Guide, Jan 7, 2010
4. Suggestive Contours for Conveying
Shape: http://gfx.cs.princeton.edu/pubs/DeCarlo_2003_SCF/DeCarlo2003.pdf
5. Highlight Lines for Conveying
Shape: http://gfx.cs.princeton.edu/gfx/pubs/DeCarlo_2007_HLF/highlights_npar07.pdf
6. Dan Maljovec: http://www.cs.utah.edu/~maljovec/CS6610/
7. Suggestive Contours by Alyssa
Daw: http://users.csc.calpoly.edu/~zwood/teaching/csc572/final10/acdaw/
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Project 5: Motion Path Editing

Overview

The purpose of this project is to give you some experience dealing with motion capture data, to
experience the issues in using file formats for motion data, to gain intuitions about how motion editing
techniques work, and to work through the details of an animation methodology from a research paper.

The Basic Idea:

You must write a program that reads BVH files (a standard skeletal animation data file format) and
displays them in an interactive viewer. You must implement a variant of path editing to allow the user
to alter the motion. You must implement some kind of motion blending and the ability to concatenate
motions (play motions one after another).

Ground Rules

Your program must run on the Windows machines with Unity, Unreal, Ogre3D, and QT OpenGL. You
may use utilities and libraries that you find, subject to approval. Any "borrowed" code must be clearly
documented. Copying someone's assignment from a previous year is not OK.

Reading Files

Your program must read "Biovision hierarchy files." In the webpage motion data, you will find lots of
BVH files to experiment with. You will see all sorts of different skeletal configurations, joint types, and
other variations of the file formats. In the ideal world, you would be able to read any BVH file we threw
at your program. More realistically, we would like your program to understand some subset of them.
The larger the subset, the better (and this will be rewarded in grades). Some ground ground rules:

1. Your program should not crash on a file that it cannot understand.

2. Your program must read at least 5 of the files in the Motion directory. You can pick the 5.

3. You must, in your documentation, describe the limits of the reader. It is much better to say "my
reader only supports ZXY euler angles for joints" than to have a reader that mysteriously doesn't
work some times.

4. Some reasonable simplifying assumptions you might make include: supporting only certain types
of Euler angles, or only supporting a fixed topology. (the latter is a severe limitation, and | do not
recommend it).

Displaying Motion

You must provide an interactive viewer for displaying the motions that you read in. Your viewer should
display things, and provide the ability to play the motion at "frame rate" as well as the ability to "scrub”
(interactively move through frames). You must provide some interactive camera controls so that the
user can control the view.

The nicer that you draw things, the better. Drawing lines between the joints is the easiest, but drawing
some "bones" (like ellipsoids) looks a lot better. Skinning looks the best, but that's a really advanced
feature.

1. You should do some things to help make the motion easier to see - for example, drawing "traces"

that sweep out the paths of the end-effectors, or strobes (drawing several frames simultaneously).

Try being creative in given tools to help the user visualize the motion.
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2. Drawing a groundplane and shadows are an easy way to make things look a lot better.

3. You program must be able to place the camera in a position where it can see the whole motion
(this requires you to figure out the spatial extents of the motion). The better your program does at
this, the better.

4. A nice advanced feature to add is a tracking camera that follows the character as it moves. This
take a little thought to do well - it can't be too bouncy, or spin too fast, ...

5. You must put in a timer to control framerate. Your program must offer the option of displaying
animation at 30fps. You might want to allow other options (like just blasting the animation as fast
as possible, or allowing for slow motion viewing).

6. Your program should also support showing 2 (or more) motions at once. This will be useful for
when two characters interact, as well as for comparing motions (which you will need to do).

Forward Kinematics

Your program must compute the forward kinematics. That is, you must be able to compute where each
joint goes, and have some way to show that you can do this. For example, you might want to draw a
"trace" line showing where the point goes.

Path Editing

You must provide the user with a way to edit the path of the motion (e.g. if the character was walking
in a straight line, you can bend it and have it walk along a curve). The paper on path editing is here.
Note: this is not a paper we will be discussing in class. Part of the exercize is for you to learn how to
read a technical paper, figure out how it works, and try it out. While | am biased (I did write the paper),
| think that this one isn't too hard.

Path editing has a lot of variants. Start with the most basic, and then add features. The most basic
version (ignoring orientation) should be trivial. | expect that most people will be able to get the
orientation control. Arc-length parameterization (you'll understand what I'm talking about after you
read the paper) is clearly an advanced thing. Putting in some kind of IK solver to cure foot skate is a
very advanced feature (but there are some simple ways to do it that might make it not so bad).
There are many other possible extensions to path editing to try. For example, you might determine
when the character is in the air, and make sure the path doesn't bend (ideally, you could stretch the
path in such a case). You might mark parts of the motion that are not allowed to be path editied (for
example, when a character stops to pick up an object).

Rigid Transformations, Concatenating and Blending

You need to be able to apply a rigid transformation to a motion before displaying it. This will be
important for blending and concatenating. You should have some interface for manually

You need to be able to play a sequence of motions one after another. This involves applying the
transformation such that the end of one motion is the beginning of the next. We will provide you with
examples of pieces of motion that simple "snap together" - you will be able to make loops and whatnot
using them by playing one after another. You might want to be able to set up your interface so that you
can load in a bunch of motions and play sequences of them.

You need to be able to blend 2 motions together (with varying blend weights). For example, to make a
transition between one motion and another. This means that you must be able to rigidly transform
motions (so that they line up well enough) and time shift things. If you want to do better (implement
time warps or something that's a bonus).

Note: the blending can be completely manual. However, you must be able to position the two motions
relative to one another, and set the time shift.

Requirements

You must turn in all files required so that we can run your program, documentation on how to use your
program (including a description of limitations), and a description of your programs features.

The basic project would include:

. Reads many BVH files, with some restrictions

. Be able to read in 2 BVH files simultaneously and show them together.

. Displays ellipsoids or other rigid shapes for bones

. Places the camera automatically, and gives a camera user interface

. Implements basic path editing (with orientations handled correctly)

. Is able to position motions (under user control) and concatenate and blend them

o oA WON -
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It is better to have a project that does all of the basic features and works well, than to have a project
that has some fancy, advanced feature, but fails at the basics.

An advanced project might add:

1. Read almost all BVH files

2. Display nice character geometry

3. Have a good camera Ul that includes tracking

4. Implements advanced path editing (arc-length parameterizations)

Above and beyond the call of duty projects might:

1. Does better alignment methods (registration curves, time warps), or automatic methods to find
alignments

2. Has some methods for choosing which motions to concatenate (interactive control, random walks,
o)

3. Implement Inverse Kinematics to clean up footskate

4. Do smooth skinning

5. Provide other motion editing features

How will we grade it?

You will have to provide a web page documenting the project (details to follow). You will also have to
give a in-class demo of your project.

Reference

[1] Michael Gleicher, "Motion Path Editing", In Proceeding of 2001 I3D.
[2] BVH Motion Data Setsbvh_sample_files.zip

[3] BVH Information SlidesNTUST-CSCG2011S-P2-Steps.ppt

[4] BVH Introduction.BiovisionHierarchy.pptx
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Project 6: Particle Simulation with Physics
Engine

Overview

The goal of this project is to give you a chance to explore the issues in doing physical simulation for
animation. You must implement the basic requirement which builds a particle simulation system in 3D
space like a cloth(each particle is a point mass that can have forces pushing it). For this assignment,
trying different simulation methods is more important than making fancy images. The project does
have various stages, that you should progress through. However, you should look ahead to make sure
that your design decisions in an early phase don't preclude what you will need to do later. The early
phase of the project will have you build a particle simulator where you use various forces on the
particles to move them around. You should try to make your system interactive and fast so you can try
lots of things. The later phase of the project will have you experiment with making a complex mass-
spring simulation such as cloth. You will be able to make a springy string using the early part of the
project. But if you want to make those springs connecting the particles of the string together stiff, you
will need to explore different solution methods: explicit integrators (such as predictor-corrector),
implicit integration (ala. Baraff&Witkin's cloth paper), and semi-implicit integration (Bridson Fedkiw).

¢ Note: You need to implement this particle simulation system with Unity, Unreal, OGRE3D, and
OpenGL.

Phase 1: build an interactive particle simulator.

The system must be able to simulate a number of particles - each particle should be able to have its
mass set to a different value. You should be able to add particles interactively. In addition, the system
must have interface to show the progress of the simulation.

Requirement for this phase:

Your code must implement the following features:

e Simulate a number of particles - each particle should be able to have its mass set to a different
value. You should be able to add particles interactively.

¢ Show the progress of the simulation - this is important for debugging.

e Save and read in a file that describes the initial configuration of the particles, as well as any
forces to be applied to them.

¢ Save the results of a simulation and replay it. While your simulation does not have to be real time,
your playback should be able to play at the correct frame rate for your simulation.
o Note: you may want to have an adaptive step-size integrator at some point, so make sure
your playback understands the simulator timing.

e A generalized force structure: This is described in the slides. (If you're using the skeleton code,
you should replace delete_this_dummy_spring with a std::vector of forces.) You must implement
two subclass forces:

o Constant force(constant in a particular direction): such as gravity force acting like gravity.
o Damping force: Velocity-dependent damping force
o Spring force:

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5cddf01586e53&sid=5cddf19d337f4 1/4


http://dgmm.csie.ntust.edu.tw/?
http://dgmm.csie.ntust.edu.tw/?ac1=
http://dgmm.csie.ntust.edu.tw/?ac1=facultylist
http://dgmm.csie.ntust.edu.tw/?ac1=stulist
http://dgmm.csie.ntust.edu.tw/?ac1=resprojlist
http://dgmm.csie.ntust.edu.tw/?ac1=game
http://dgmm.csie.ntust.edu.tw/?ac1=other
http://dgmm.csie.ntust.edu.tw/?ac1=courlist

2019/5/17 Computer Graphics Lab | NTUST CSIE

1. A spring (of a setable distance) between two particles: (e.g. a force proportional to the relative
velocity of particles) repulsion between particles (if the distance between particles is ever less
than X, they push each other away)

2. A spring between a particle and a specific location (or, allow some particles to be un-movable
nails and then you just need springs between particles)

3. A spring that pushes particles upward from the floor (penalty collistions with the floor), or outward
from the walls.

¢ Ageneralized constraint structure: This is also described in the slides. (If you're using the
skeleton code, you should replace delete_this_dummy_rod and delete_this_dummy_wire with a
std::vector of forces.) You must implement at least the following two subclasses:

o RodConstraint. Constrains two particles to be a fixed distance apart. (Rendering code
included in the skeleton.)
o C(x1,y1,x2,y2) = (x1-x2)2 + (y1-y2)2-r2
o CircularWireConstraint. Constrains a particle to be a fixed distance from some point:
= C(X,y)=(Xx-xc)2+ (y-yc)2-r2
o Mouse interaction. When the user clicks and drags the mouse, a spring force should be
applied between the mouse position and the given particle to make your system interactive.

e Several Numerical Integration Schemes (Simulators). The integration scheme
should be selectable at runtime with keystrokes or some other interaction paradigm. You will find this
easiest if you implement a pluggable integration architecture as described in the slides. The minimum
integration schemes are:

e Euler

e Runge-Kutta 2 and

e Runge-Kutta 4 and

e The user interface should be able to draw all of the connections/forces. Especially the spring
connections.

Doable demo in this phase

1. Make a "soft" object by taking some particles and connecting them with a lattice of springs. the
simplest is a triangle. throw the object around and watch it bounce off the walls and jiggle.

2. Make a fountain of particles - use repulsion to make a "fluid". the stream of the fountain should
wind up in a puddle of particles at the bottom. (use damping to make sure that things don't
explode)

3. Make a swinging rope or chain. connect a line of particles to their neighbors, and nail the top on in
place. (use a little damping to prevent explosions)

¢ Note: At this point, everything should be either very springy or very damped, since you are still
using simple integration methods.

Phase 2: Stiff Spring

In this phase, the first step is to improve the integrator by

¢ Implement an implicit euler's method (as in Baraff and Witkin). Because the system is so small,
you need not worry about their efficiency tricks for large sparse linear systems. Once you have an
implicit solver, a semi-implicit solver should be easy (use explicit solution of the springs and
gravity, and implicit solution of damping - as in Bridson&Fedkiw).
Doing the following experiments

¢ Make a chain of 10-20 partcles, connected with springs and a little bit of damping. Nail the top
one in place, and let this "rope" swing. Make a graph of the total length of the chain. Notice how it
stretches and compresses. The ability to measure this stretching will be useful as we explore

different integrators.

e Try to raise the stiffness of the springs to prevent stretchiness. At some point, the equations will
become too stiff and the string will explode.

o Experiment with the tradeoff between stiffness and timestep.

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5cddf01586e53&sid=5cddf19d337f4
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¢ You now have the ability to experiment with the various tradeoffs in creating a stiff piece of string.
It should be the case that with better integrators (like implicit), you can take larger time steps, but
each time step takes longer to compute. An implicit solver might allow you to take time steps that
at 100 times bigger than an explicit solver, but it might take 200 times longer to compute (in which
case, its probably better to do 100 explicit steps).

¢ For this part of the assignment, you need to report on what you find. What are the tradeoffs? How
much better are different solvers? Is implicit necessarily better than explicit? Is one RK4 step
better than 4 Euler steps (which should be approximately the same amount of computation).

Phase 3: Create a cloth simulation

Mass-Spring Model

The Mass-Spring Model is a very basic method to simulate cloth. Since it is relatively easy to
implement and could achieve good results, implementing this model could be a very good exercise
before exploring some more advanced cloth simulation methods.

In this model, cloth is simulated by a grid of particles which are interconnected with spring-dampers.
Each spring-damper connects two particles and generates a force based on the particles’ positions
and velocities. The structure of this model could be illustrated using the image below:

Particles are connected by
Stretch Springs, Shear Springs
and Bend Springs.

Each particle is also influenced by gravity. With these basic forces, we can form a cloth system.

Particle

The starter code already provides you with a particle class. Each particle has several properties at a

specific time, including its position, velocity, mass and a force accumulator which stores all the forces
influence the particle at that time. From these properties, we can calculate how particles would move
at next time step.

Computing Forces
1. Gravity:
Computing gravity is simple. we can use this equation:
Fyusy = 8
2. Spring-Dampers:
A spring-daimper connects two particles. it has three constants defining its behavior:
Spring constant K, Damping factor K4 and Rest length 1,
The equation below gives you the forces the spring-damper exerts on the two particles:

(Vl_"z)'(p1_l32))] (P1 —p2)
f1 = — |ko(lpy —p2l —1o) + k ( .
! (Ip1 =Pzl =lo) + ke Ip1 — P2l Ip1 — p2l

Cloth Simulation

The algorithm of simulating cloth could be summarized as
1. Compute forces for each particle
2. Integrate motion: apply Forward Euler Integration for each particle
3. Repeat

Reference Image
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(Note: for the basic requirements, you don’t need to implement collision.)

e There should be existing cloth simulation existing in your physical engine and try to use them to
create a similar simulation to the one you created in phase 2 and do the comparison.

Extra Credit

o Better integrator ( + 5 Each)
1. Verlet Integrator. See here.
2. Leapfrog Integrator. Evaluates position and velocity at different times. See here
for more details.
1. Symplectic Integrator. As described in class. Compute the positions explicitly and velocities
implicitly. (No need for a solver.)
Collision ( + 10 Each)
. Collisions with the Walls. Particles should bounce off the walls and floor.
. Collisions with other Particles. Particles bounce off each other.
¢ Angular Springs (+15). Pulls a triplet of particles so that their subtending angle
approaches some rest angle.
¢ Angular Constraints (+20). Like angular springs, but the angle is actually
constrained.
¢ 3D Cloth with collisions.(+30)
¢ Hair with collisions.(+30) How can this be implemented? What about collisions?

N = e

What you will turn in

1. You will prepare a web page describing you assignment, complete with pictures of what your
program looks like and a description of its features and user interface. Be sure to detail all of the
integrators that work, and all the types of forces that the user can create. You should also
document your file format for describing simulation initial conditions.

2. You must also write a report (either in html or a pdf) that is linked to this page describing your
experiments and results for phase 2. Describe how to maximize stiffness, minimize damping, and
maximize performance. What are the tradeoffs? Be as detailed as possible.

3. Wherever possible, provide quantitative details. And, be sure to discuss how what you find
compares with what you would expect to find.

4. Also, consider the computational costs. At what point would it be useful to switch to a sparse
linear solver? how would the size of the system that you were simulating effect the choices in
integrator?

dgmm.csie.ntust.edu.tw/?ac1=courprojdetail_CG2012F_3&id=5cddf01586e53&sid=5cddf19d337f4

4/4


http://en.wikipedia.org/wiki/Verlet_integration
http://www.physics.drexel.edu/students/courses/Comp_Phys/Integrators/leapfrog/

2019/5/17

[ome
aculty
tudents

rojects
»  Research
»  Games

»  Others

‘ourses

Computer Graphics Lab | NTUST CSIE

FComputer Grapnics:

MNTUST CSIE Laboratory

Project 7: Chain Reaction

Overview

In this project, you will make the roller coaster applications more interesting. You will add an
interactively controlled animation into the roller coaster. The purpose of this project is to force you to
use the physical simulation engine which is an important tool for the game design. The animation is to
demonstrate the a chain reaction simulation. The things must be done with a physical engine in QT &
openGL. We recommend you to use bullet.

Components in your animation.

¢ Vehicle moving on uneven surface:

1. Vehicle must be export from Maya, 3DMax or Blender and then be loaded in by the openGL
function.

2. You should also have some Ul to control the speed of the car.

3. Uneven surface can be a terrain using the height field.

4. You should provide some Ul to control the roughness and the slope of the ground

¢ Cloth and wind

1. Cloth simulation can be easily done by the physical engine and thus in your scene, you must
get the cloth into the reaction chain.

2. The wind is the force to act on the cloth and the speed of the wind must be controlled by a
slider. In addition, the speed of the wind will also define the force on the cloth.

e Water (not real simulation)

1. Water is important for reality. Water simulation is slow but you can have different ways to hack
the effect such as using the combination of sine wave. More examples can be found in Bullet
and NVidia web site.

2. Refraction effect on the water.

e Some objects like dominoes and pool balls

1. Dominoes can act a complex reaction among objects which one cause another to react and
this is interested physical phenomenon.

2. The same description can be say to pool balls.

¢ Animated character: skeleton characters are important in the game. It can represent the hero or the
enemy. Please use a tool to import the animation in and put an animation on the character.
e Fire and smoke:
1. Fluid is important for reality and normally a physical engine will provide the proper tool to do it.
2. The size of the fire and the heat generated by the fire should be able to control by a slider
e Camera control to follow the active animation: the smooth game camera motion is important to
generate a nice game and thus you need to have a follow camera to follow the events. In addition,
the camera should be moved smoothly.
¢ Sound according to the events: sound is an important element. You should put the sound for each
collision and the events happen.
e Sky
¢ Day and night: day and night should have different effects on the result.

Example scenarios

Here we will provide an example scenario but we hope that you can make something more interesting
and intrigued. The scenario setting is illustrated in the figure.
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Bullet Physics Chain Reactions

1. When the user push the button, the car is initiated down the slope and the Ul similar to accelerate
pedal should be able to control the speed.
. The car is driven down the hill which is an uneven surface.
. The car will hit the start button of a fan and the fan start to rotate to generate the wind and there
should be a Ul to control the speed of the wind.
4. The wind will blow the cloth to make the boat move across the water and the speed of the wind will
change the speed of the boat.
5. At the same time, when boat move across the water, it should show the wave as the ripple. At the
same time the water should reflect the sky and show the bottom of the water with refraction.
. The boat will cross the water and then initiate the dominos and then hit the balls to start the robot.
. The robot will walk across with some interesting animation to hit the start of the fire.
. The fire is up and will burn down the rope and the size and heat of the fire should be controlled by
some Ul.
9. The fire will burn down the rope and the weight will drop and stop the animation and then there
should be some final scene.

w N

© N O

Check Points

1. Check point 1: integrate bullet: Demo basic object collisions (cubes, spheres, plane).

2. Check point 2: set up the scene layout: Model the terrain, import different models (vehicle, table,
boat, etc.); Show that everything works with the physics engine.

. Check point 3: have the vehicle simulation, camera control, and Ul for setting parameters.

. Check point 4: demonstrate all physics simulations (cloth, water, fire, smoke, etc.).

5. Final demo.

AW

Copyright © 2019 NTUST CSIE Computer Graphics Lab. All right reserved.
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